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ABSTRACT

The present dissertation investigates the innovative utilization of renewable energy from the sea,
focusing on contemporary technologies such as floating photovoltaics (FPV), wave energy
converters (WEC), and solar ships. Additionally, it explores hybridization concepts as potential
future work, proposing ideas to enhance energy efficiency and performance. The research
conducted is mainly focused on the investigation of marine environment effects on power output,
which is accomplished by developing appropriate hydrodynamic models. The research is
structured into several critical areas, each addressing different aspects of marine renewable
energy technologies and their interaction with the dynamic marine conditions.

The introductory section provides a brief overview of the marine renewable energy potential.
It delves into the concepts of FPV systems, solar ships, wave energy parks, as well as the
possibilities of hybrid systems combining these technologies. This section discusses the
importance of harnessing marine energy to sustainably meet global energy demands,
highlighting the need for innovative approaches to harness and utilize the abundant energy
resources available in the marine environment. In Part I, simplified hydrodynamic models are
developed and applied to analyze the behaviour and performance of FPV systems. The models
leverage detailed hydrodynamic data, and combine the results with a simple PV model, to
quantify the effects of wave—induced motions on the power output of FPV systems. By
examining how various hydrodynamic conditions, such as wave height and frequency as well as
the local seabed topography, impact the efficiency of FPV installations, the models provide
valuable insights into optimizing both the design and deployment of these systems for maximum
energy efficiency. The research identifies a range of key factors that influence FPV system
performance, including the amplitude and frequency of platform oscillations and the interaction
between wavefields and FPV structures. By understanding these dynamics, the studies offer
strategies to mitigate adverse effects, such as energy losses due to excessive motion, and to
enhance overall energy production, ensuring that FPV systems can operate more reliably and
efficiently in diverse marine conditions. Case studies using real solar radiation and sea state data
from specific locations in the Mediterranean region are also discussed.

The next part delves into the innovative concept of solar powered ships, focusing on the
integration of photovoltaic panels into existing marine vessels. In particular, it presents a
multifaceted assessment of several critical aspects associated with solar—powered ships, such as
the autonomy range and the potential energy savings. The modelling is based on three
dimensional models, appropriately developed to support hydrodynamic analysis with the added
complexity of forward speed. By investigating the potential of solar ships, this section aims to
investigate the development of more sustainable and energy—efficient maritime transport
solutions. The findings and proposals presented are intended to contribute to the maturation of
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new technologies through which renewable energy will play a crucial role in reducing the carbon
footprint of the shipping sector.

The final part of the present work focuses on the modelling and performance evaluation of
point absorber wave energy converter (WEC) arrays, considering the effects of bathymetry
variability. This section investigates how bathymetry profiles, as well as hydrodynamic
interactions among multiple floating bodies, affect the energy capturing capacity and
performance of WEC arrays operating nearshore. Case studies are conducted to demonstrate the
applicability of the developed models, indicating that they serve as valuable supporting tools for
optimization studies. Subsequently, the deployment of WEC arrays on the exposed side of
breakwaters is examined. Hydrodynamic interactions between waves, wave energy converters
and breakwater structures are modelled and quantified, assessing how they influence the
performance and energy output of such systems. A case study in this context also illustrates the
utility of the model, providing insights into the design and placement of WEC arrays alongside
coastal defence structures, highlighting opportunities to enhance energy production by
exploiting existing infrastructure, while simultaneously augmenting the provided coastal
protection, by attenuating the incoming wave energy. Finally, the potential for hybridization is
discussed, combining technologies for harnessing wave, solar and other forms of energy in the
marine environment.

By addressing these diverse aspects of marine renewable energy technologies, the present
work aims to contribute to the advancement and practical implementation of sustainable energy
solutions from the sea, providing valuable insights for engineers, policymakers and researchers
working towards a sustainable and energy—efficient future. Through detailed modelling, case
studies, and performance evaluations, the work aims to provide an overview of the opportunities
and challenges associated with marine renewable energy, paving the way for innovative
applications and increased adoption of these technologies.

The computational methods employed involve the development of algorithms based on the
application of the Boundary Element Method (BEM). These algorithms are utilized to calculate
the dynamic behaviour of floating bodies of general geometry, as well as ships moving at
forward speed. The Boundary Element Method is a numerical technique, widely used in
engineering and physics, that addresses problems involving flow fields and wave phenomena by
enabling dimensionality reduction through the use of boundary integral representations. This
method proves particularly advantageous for analysing the hydrodynamic characteristics of
floating bodies and ships. However, to exploit the computational efficiency that dimensionality
reduction provides, the models must be simplified based on certain assumptions, such as non-
viscous, irrotational flows, and incompressible media, that define the linearized theory for
floating bodies. The latter is briefly described in Appendix A, for completeness purposes. While
these assumptions facilitate more efficient calculations, they do not fully capture the
complexities of real-world fluid dynamics where viscosity, rotationality, and compressibility
are significant factors under certain flow conditions.

Within the context of the present dissertation, the BEM algorithms are combined with
various supplementary techniques to improve their effectiveness and accuracy. Firstly, Perfectly
Matched Layers (PML) are utilized to absorb wave—like behaviour at infinity, preventing
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numerical reflections from contaminating the evaluated solutions. This ensures that a finite
computational domain can accurately simulate an infinite medium without the complications
introduced by boundary numerical reflections. Additionally, mirroring techniques are employed
to decrease the computational mesh size while preserving the integrity of the problems' physical
aspects. By leveraging the symmetrical properties of the geometry, these techniques allow for a
more efficient representation of hydrodynamic problems, many of which inherently exhibit
symmetrical properties. Furthermore, a Coupled Mode Model is incorporated to analyze wave
propagation across general seabed bathymetry, enabling the simulation of hydrodynamic
phenomena in more realistic environments. Finally, parallel programming methods are adopted
to accelerate the calculations by distributing the computational workload across multiple
processors. This results in a significant reduction in simulation time, facilitating the analysis of
more complex scenarios within practical time constraints. These approaches ensure that the
developed computational algorithms not only yield accurate results, but also operate with
enhanced computational efficiency.



IIEPIAHYH

H mapovoa dwatpiPn diepguvd kovotopes peboddove a&lomoinong e ovovEDGUNG EVEPYELOG
a6 ) 0dAacca, eoTialovtag 6 cOYYPOVES TEXVOLOYIEG OTMC Ta TAMTE PwTtoPoltaikd (FPV),
To NAMoKG Aol kot ot petatpomneic kopatikng evépyetog (Wave Energy Converters — WECS).
Emniéov, eEetdletl 10€eg vp1oomoinong g mTPOTACELS Yo LEAAOVTIKT] €PELVA, TPOTEIVOVTOG
AboelS Yoo TV evioyvon g evepyelakng amddoons. H €pevva eotialetor otov mpocsdiopiopod
TOV EMMTOGE®V TOL BoAdoc10v TEPIPAAAOVTOG GTNV TOPAYMYN EVEPYELNS, TOV EMTVYYAVETOL
He TNV avAnTLEN KATOAANA®Y VOPOSVVOUIKAOV HOVTEA®MVY, Kol €lval dopmuévn oe d1dpopovg
Kpioovg topeic, kabBévag amd TOvg OMOIOVG OVOPEPETOL OE OWPOPETIKEG TTLYEG TV
TEYVOAOYLDV OVOVEDCIUNG EVEPYEWNG amd TN 0dAacca Kol THV OAANAETIOPACY] TOVG UE TIG
dvvopkég Bardooieg cuvOnkeg.

H eioaywywn evotta mapéyet pio emokdnTnomn Tov Suvoptkoy T 00Adoo10¢ OVOVEDGIUNG
evépyewog. E&etalel g évvoleg tov mAMTOV QOTOROATATKOV, TV MAMOKOV TAOI®V Kol TOV
EVEPYEIKAOV TAPK®V KUUATIKNG EVEPYELNS, KOOMG Ko OuvaTOTNTEG LPPLOIKADOV GUGTNUAT®V TOV
ovvdvalovy avtég Tig Teyvoroyies. H evotnra avt) 04tel 1o mhaictlo yo v kotovonon g
onpaciog g eKpetdAievons g Bahdooiag evEPYENG Y100 TNV IKAVOTOINOT TOV TOYKOGUL®OY
EVEPYEWNKAOV OVOYKOV HE PLOCYO TPOTO, EMONUAIVOVTAG TNV avAyKn Yoo KOVOTOUES
TPOGEYYICEIS OGOV QPOPA TNV ATOUAGTELCT] KOl TN ¥PNON TOV TAOVGLOV EVEPYEINKDV TOPWOV
ov dwatiBevtar oto Borkdocio mepPdAiov. LTo TPAOTO UEPOG TNG EPYACING, OVOTTUCCOVTOL
OTAOTOMUEVE.  VOPOOVVOUIKE HOVTEAQ, TO. Omoio, €Pappolovior Yoo TNV OovVAALON NG
CLUTEPIPOPAS KOl ATOO0CTG TOV GUOTNUATOV TAMTOV eOTORoATAIK®OV pLovadmy. Ta povtéda
OVTA TOPEYOVY AETTOUEPT] VOPOOVLVOLIKA OEOOUEVO, TO OTTOl0L GE GLVOLOAGUO LE €V LOVTEAO
VTOAOYIGLOV TNG TAPAYOUEVNC 10YVOC a0 MAOKOVS GLAAEKTES, TOGOTIKOTOOUV TNV EMOPAOT
™G SVVOUIKNG otV Tapaymyn evépyelng. E&etaloviag tov TpoOmo pe Tov omoio S1dpopeg
VOPOSVVAUIKES TOPAUETPOL, OTMOC TO VYOG KOLUATOS KOl 1| GLYVOTNTO OAAG KOL 1) TOTIKY|
tonoypagic Tov Badacciov Tubpéva, ennpedlovy TV AmTOd00T| TV EYKATOCTAGEWDYV, T LLOVTEAL
TapEYOVV TOAVTIUES TANPOPOPies Yo T PeAtioTonoinon 1660 TOV GYESIGHOD OGO KOl TNG
AVATTLENG AVTAOV TOV GLUGTNUATOV LE YVOUOVO TV HEYISTN gvepyelakn amddoon. E&etdleton
po  oepd  Poocikdv  moapaydviov mov  emnpedlovv TNV 0mdd00T TOV  CLGTHUATOV,
CLUUTEPAAUPAVOUEVOV TOV TAATOVS KOt TG GLYVOTNTOG TOV KIVIICEDY TOV KATOUCKEVOV KOOGS
Kol TOV OAANAETWOpAce®V PeTAE) KUUOTIKOV TEdiov Kol TAOTOV copdtov. Mécw g
KATavOnonG TV TOPATAvVE, 1 UEAETN TPOCOEPEL OEOOUEVE Yol TN UEIMOT TOV ApVNTIKOV
EMNTOCE®V, OTMG Ol ATMAELES EVEPYELNG AOY® LITEPPOMKAOV KIVIGEMV, KL Y10 TNV EVIGYLOT)
NG GLVOAIKNG TTOPAYWOYNG EVEPYELNS, OcPaAilovTog OTL Ta TAWTE PMOTOPOATAIKG GLGTHHOTA
Aertovpyodv pe peyaAddtepn aflomotic Kot OTOTEAECUATIKOTNTO o€ Owpopo OBordcoio
neppairovta. Emiong, mapovoidlovror amotehécpota Paciopéva oe mpaypatikd dedopéva

Xi



NAaKNG aktvoPoliog kot BOAAGGI®V GUVONKOV 0md GLYKEKPUEVEG TOTOBEGTEG GTNV TTEPLOYN
g Meooyeiov.

21 ovvéyewn ™G SoTpiPng eEeTAleTan TO KOVOTOUO OVTIKEIHUEVO TOV NAOK®V TAOIWV,
eoTidloviag otV EVOOUAT®OON QOTOPOATOIKOV GULAAEKT®OV o6& vmapyovta mAoio. H
GLYKEKPLLEVT EVOTNTO OLVUAVEL EKTEVMG OPKETEG KPIGUYLES TTLYES OV oyeTiCovTal Pe To NAKE
mhola, OTmg 1 avtovopio kol ot mlavol tpdmor e€otkovounong evépyswoc. H poviehomoinon
Boaociletar oe tpddotato pOVTEAD, KATGAANAG dounuévo oote va vmootnpilovv v
VOpPOJVVALIKT avaAvon pe TNV TPOcHeTN ToALTAOKOTNTA TNG TTPOCcE® TaXvTNTOS. MEG® NG
dePEHVNONG TNG TPOOTTIKNG TMV NALIK®V TAOL®MV, 1] EVOTNTO GTOYEVEL GTO VO GUVEIGPEPEL GTNV
avamTuln PLOCY®V KOl EVEPYELOKE OTOOOTIKOV AVcewv Yo T1G Oaldcoieg petagopéc. Ta
OMOTEAECATO KOL Ol TPOTAGEIS MOV Tapovotdlovtal 6komd £yovv vo. cuuPdAiovv otnv
opipovon vEOV TEXVOAOYLDY, HEGM TOV OTOI®V 1 avave®oun evépyela Bo avoldapet kopPuco
pOAO GTN HEION TOV OMOTLITAONOTOG GvOpaKa TOL TOUEN TNG VALTIAOG.

To televtaio pEPOC TG £PYACIOG EMKEVIPAOVETAL G HOVTEAOTOINOT KOl 0ElOAdYNON TNG
OO0 G GLGTOLOV ATOTEAOVUEVOV OO GNUEWKOVS OTOPPOPNTEC KLUOTIKNAG EVEPYELQG,
Aappavovtag v’ oy ) petafAntomnta g Pabvpetpiag. EEetalovtot ol emmatdoelg 1060 Tov
popil Pabuopetpiog 660 Kol TOV OAANAETIOPACEDV UETOED TOALATADY TAOTOV COUATOV,
OTNV OMOUAGTELCY] EVEPYEWS KOl TNV OomOO00T KLUATIKOV TEPK®V 7OV AETOVPYOVV GE
TapAKTIEG TEPLOYEG. EmumAéov, dedyovtal mepumtcoloYIKES HEAETEG e OTOYO TNV AVAOEIEN
NG EPOPUOCIUOTNTOG TWV TPOTEWOUEVAOV LOVTEAWV, DTOOEIKVOOVTOG OTL VT AEITOVPYOHV M
TOAVTILO. VITOCTNPIKTIKA epyareia Yoo peAéteg PeAtiotomoinong. Xtn ovvéyela, eEetdletal n
TomofETNON  ONUEWKADOV  AmoppoeNTOV  OTNV  eKTebeuévn  TAELPA  KLUATOBPALGTMV.
SVYKEKPEVO, HEAETMOVTOL Ol VOPOSUVOAUIKES OAANAETIOPACELS HETAED KUUOTIK®OV TEdi®V,
HOVAO®V  OMOUAGTELONG EVEPYEWG Kol KLUUATOOPALGTOV, 0E0AOYOVTOS TDS OVTEG Ol
oAANAemdpdoelg emmpedlovy TV amdOO0O0T) KOl TNV TOpOy®yr| evépyelng. Mio peAétn
TEPIMTMOONG GE QVTO TO TAAIGIO EMIONG EMOEIKVIEL TN YPNOUOTNTO TOV LOVTEAOV, TOPEYOVTAG
TANPoPopiec Yy 1O oYedCUO Kol TNV TOmoBETNON UOVAO®V KLUATIKNG EVEPYELNG OE
TPOVTAPYOVGES OOUES, OMMG Ol AUEVEC, EMONUOIVOVTOG TN OLVATOTNTA EVIGYLONG NG
TOPUYMYNG EVEPYELNG TOPEXOVTOS TAPAAANAQ TPOGOETA OPEAT, OTMOC 1) TPOCTUGIN TV AKTMV.
Téhog, avaeépoviar dvvatdtreg vPprdomoinong, mov ocvvdovalovv TEYVOLOYiEG Yoo TNV
OTOUAGTEVGT KLUOTIKNG, MMOKNG kaBmdg Kot GAA®V popeav evépyelns, ot1o Oaldcoio
nepPAAAOV.

AvoADOVTOG TIC TAPOTAV® TTUYEG TV TEXVOAOYIDV NG BOUAAGGLOC OVAVEDGIUNG EVEPYELNG,
N Topovoa £pyacio. 6TOXEVEL VO CUUPAAAEL GTNV TPOAYW®YN KOl TNV TPOKTIKY E£POPLOYN
Buoomv Acewv Tapaymyng evépyelag amd T BAAacca, mapEyovTas TOAVTILO OEOOUEVOL Yid
UNYOVIKOVG, TOMTIKOVG KOl €PELVNTEG Tov gpyalovtarl ywo. éva PLOCIHO Kol EVEPYELNKE
amodoTiKd pHEAAOV. Méow Aemtopepols LOVTEAOTOINGONG, MEPUTTMOGIOAOYIKOV UEAETMV Kot
aflohoynoemv anddoone, n epyacio €xel o100 vo mapdoyer pio TANPN EMOKOTNON TOV
EVKAPIDV KOl TPOKANcE®V mov oxetiCovior pe T BoAdooi avave®oyn evépyela,
SLEVKOADVOVTOG TNV EPOPLOYT KOWVOTOMMV Kol TNV LIOBETNCT AVTAV TOV TE(VOAOYUDV OE
eminedo Prounyaviog.
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Orvmoloyiotikég péBodot Tov ¥PNGILOTOIOVVTOL TEPIAAUPAVOLV TNV avaTTLEN aAyopiBumy
Baciopévov oty epappoyn g pebddov cuvoplakdv ototyeimv (Boundary Element Method —
BEM). Ot aiyopiBpot avtol xpnoitomrolohvtot Yo ToV VTOAOYIGHO TNG SOVVOUIKAG CUUTEPLPOPAS
TAWTOV COUATOV YEVIKNG YEOUETPIOG, KOOGS Kol TAolV Tov Kivodvtal pe Tpdom tayvttae. H
néBodoc cuvoplak®my ototyeimv givar pia aptOuntikn péBodog Tov ¥pPMNCILOTOIEITAL EVPEMS OTN
UNYOVIKY Kol TN QUGIKN Yoo TV €miAvor mpoPAnudtov mov oyetiCovian pe medio pong kot
KUHOTIKG QOVOUEVQ, EMITPETOVTOS TN UEIMOT) TNG YOPIKNG SCTOTIKOTNTOS TV TPOPANUdT®V
HEG® XPNONG OAOKANPOTIKOV GLVOPLOK®OV OVOTOPUCTACE®V TV gumiekopévov mediov. H
néBOSOC  amodekvieTal  WOWHTEPOL  XPNOIUN YW TNV OVAALGY TOV  VOIPOSLVOUIK®OV
YOPOUKTNPIOTIKAOV TAMTOV COUATOV Kol TAOI®V. Q0TOG0, 1 EKUETOAAELGN TNG VITOAOYICTIKNG
amodoTIKOTNTAG TOL ToPEXEL N UEBOSOG CLVOPLIKAOV GTOYKEIWV amaltel TNV amAomoinomn g
povtelomoinong Pacel opiopévav vrobécemv. Xvykekpuéva ot poég Bempovvtor atpiPeic kot
aoTPOPIAEG, eV ayvoovuvtal Ol emOPAcEl; NG ovumeototroc. Bdost tov mopondvo
kaBopileton M ypoppkoromuévn vopoduvapiky Bempic TAwTOV copdtov, M omoin
neprypdoeton v cvvropia oto [Hapdptnua A, v Adyovg mAnpotroc. [lapodro mov avtég ot
VTOOEGELS O1EVKOAVVOVY TOVG VITOAOYIGHOVG, OEV OVTIKOTOTTPILOVY TANPMG TNV TOAVTAOKOTNTO
PEOAICTIKOV PO®V, OTOL TO 1EMOEG, 1 OTPOPIAOTNTO KOl 1| CUUTIEGTOTNTO QTOTEAOVV, VO
OPIOUEVEC GLUVONKES, GNUAVTIKOVS TOPEYOVTES.

Evtog tov mhaiciov ¢ mapovcag datpiPng, n nébodog cuvoplakmdv otoryeimv cuvovaletol
HE OLAPOPES EMMAEOV TEXVIKES YL TN PEATI®OON NG AMOTEAEGUATIKOTNTOG Kol TNG axpifetags.
Apyka, ypnoonotovvtol otpduata amoppoenong (Perfectly matched layers — PML) yia v
amOGPECT) TNG KVUATIKNG CVUTEPIPOPES TV ADGEMV GTO ATELPO, EUTOSILOVTOG TIC aplOUNTIKEG
OVOKAACEL, OTO €KAOTOTE VTOAOYIOTIKO Ywpio. 'Etor dwacporileton 6Tl €vol TEMEPAGUEVO
VTOAOYIGTIKO TAEYLLOL UTOPEL VOL TPOGOUOIDGEL POLVOUEVA TTOV EKTLAICGOVTOL GTOV ATELPO YMDPO.
Emniéov, epapuolovion Texvikég KOTOTTPIGHLOV Y10, TN Helmon Tov pey€0ovg Tov LITOAOYIGTIKOD
TAEYUOTOG,  OWTNPAOVTOG TNV  OKEPOIOTNTO TOV QLOIKOV TTLYOV TV  TPOPANUATOV.
AZomo1OVTOG GUUUETPIES TNE YEOUETPIOG, OVTEC OL TEXVIKES EMTPEMOVV IO O OTOOOTIKN KOl
aKpipn avoamapdoTacn TMV VOPOSVVAUIKAOV TPOPANUAT®V, TOALL EK TWV OTOI®V EUTEPIEXOVY
eyyeveig 1010m1eg ovupetpiog. EmmAéov, 0 vmoAoylopdg KOpATIKNG O1A000NG O TEPLOYES
petofarropevov Bdbovg emTuyydveTon pe ¥PNOTN TOL HOVTEAOL GULLELYUEVOV 1O10LOPPOV,
EMTPETOVTOG TNV TPOGOUOIMGT) VIPOOVVOALIKDY POIVOUEV®V GE O PEOMOTIKA TepBdAlovTa.
Téhog, ypnowonooHvtar pEBodoL TAPAAANAOL TPOYPUUUOTIGHOD Yol TNV ETITAYLVCT TOV
VTOAOYICUAV HEGH TNG SLOVOUTG TOL VIOAOYISTIKOD (POPTOL G TOAAUTAOVS emelepyaoTéc.
Avto 0dnyel og onUAVTIKY pelmon TOL ¥POVOL TPOCOUOIWMGNS, SELVKOAVVOVTAG TNV avAALGY
O TOADTAOK®V KOTOOGTAGEWV EVIOS AOYIKMOV YPOVIK®OV TANGIwV. AVTEG Ol TPoceyyioelg
eEaoparifovv 0Tl 01 VTOAOYIGTIKOL aAyOpPBOl TTOL YPNGIULOTOVVTAL Ol HOVO TAPEXOVV
axpiPn aroteAéopota, 0ALL ETPOcHeTa AsttovpyoHV e PEATIOUEVN VTTOAOYIGTIKY ATOSO0T).
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INTRODUCTION

1.1. Renewable energy from the sea

Energy consumption and its environmental consequences are deeply embedded in every aspect
of our personal and public existence, to such an extent that they are often overlooked [1]. With
the global energy consumption on the rise and under the climate change pressure, European
policy makers have promoted a series of renewable energy action plans to achieve energy
security for the European Union (EU), while simultaneously abating social and environmental
impacts. The European Green Deal [2] places paramount importance on the energy transition,
as part of the EU’s efforts to achieve climate neutrality and minimize biodiversity loss and
pollution by 2050. As part of this effort, interim targets have been set for 2030 that aim to boost
the use of renewable energy sources [3]. For instance, the 2018 revision of the Renewable
Energy Directive [4] had set the target of at least 32% of the total EU consumption to be derived
from renewable energy sources by 2030, while the revised Renewable Energy Directive
EU/2023/2413 [5] raised this percentage to a minimum of 42.5%, with the aspiration to reach
45%, reflecting a stronger commitment to sustainability and combating climate change in the
EU. The result of these action plans and other supporting policies (e.g., Energy Roadmap 2050
[6]), naturally led to a direct increase in renewable energy production. However, only a small
portion of that energy is generated offshore.

Moving renewable energy production offshore offers significant advantages, primarily due
to abundant resources and virtually unlimited available space. Offshore areas have stronger and
more consistent wind speeds, ideal for wind power generation, while ample space is a critical
advantage for solar farms, considering the land constraints often faced in densely populated
areas. Moreover, offshore facilities enable the development of larger, more efficient energy
plants by mitigating visual and noise impacts, which are often pointed out as the reason for local
communities’ objection to the installation of renewable power plants [7]. Beyond the
environmental benefits, offshore renewable energy projects boost local economies and drive
technological innovation, thus playing a key role in the transition towards a sustainable energy
future.

Oceans hold a great variety of energy forms that can be harnessed, presenting a wide range
of renewable energy opportunities with the potential to revolutionize global energy production.
These among others, include floating and bottom fixed wind turbines, floating solar farms, wave
energy conversion technologies and tidal energy units (see Figure 1-1).
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Figure 1-1. Basic Pillars of offshore Renewable energy technologies. (Adapted from [3]).

The above technologies harness various forms of energy from the ocean, such as wind,
waves, tides, and solar radiation to generate electricity. Currently, the leading offshore
renewable energy source in Europe is wind, with offshore wind farms being launched at the GW
scale. By 2020, Europe had a total installed offshore wind capacity of 25 GW [8]. It is thus
evident that any novel, offshore energy application must rival the viability of wind farms. The
European marine renewable energy mix also includes a tidal barrage in France [9], tidal current
turbines and wave energy converters. However, the latter technologies are still under
development and large—scale commercialization has not yet been achieved.

Beyond the more well-known forms of wind, wave, solar and tidal energy, ocean energy
includes a wide range of renewable resources. For instance, Ocean Thermal Energy Conversion
(OTEC) technology utilizes the temperature difference between warm surface waters and colder
deep waters to generate energy, see e.g., [10]. Salinity gradients — resulting from the difference
in salt concentrations between freshwater and seawater — also represent a promising energy
source. Another form of energy derived from the sea is ocean biomass, which involves
cultivating marine plants for biofuel production [11]. In addition, ocean current energy
technology harnesses the kinetic energy of underwater currents, while underwater geothermal
energy utilizes heat generated by volcanic activity beneath the ocean floor. The
commercialization of ocean energy is progressing at a much slower pace compared to other
renewable energy sources. This lag can be attributed to the fact that the technology for harnessing
ocean energy is still largely in development and several challenges must be addressed before
achieving commercial viability [12]. Despite many alternative ocean energy sources being in
their early developmental stages and needing additional funding and research for broader
implementation, they nonetheless present promising opportunities for facilitating the transition
towards a more sustainable global energy portfolio.

In the present dissertation’s context, the focus is narrowed to two particularly promising
ocean energy sources, namely floating solar energy systems and wave energy technologies.
Floating solar energy systems are innovative installations that harness sunlight while being
positioned on bodies of water, thereby minimizing land usage and providing additional benefits
such as reduced evaporation and improved water quality [13]. Meanwhile, wave energy
technologies harness the kinetic energy generated by ocean waves, which makes them a virtually
inexhaustible source. The present work specifically investigates the potential impacts of marine
environments on these technologies, with an emphasis on hydrodynamic modelling. This
includes examining interactions among multiple floating structures in close proximity, effects of
forward velocity in the hydrodynamic analysis of solar powered vessels and assessment of the




impact on solar energy production, as well as the effects of wave fields’ interactions with floating
installations along with variable seabed profiles, commonly encountered in nearshore and
coastal regions.

1.2. Solar energy status and potential

Solar radiation is the most widely accessible and abundant source of energy. Additionally, while
wind availability is intermittent, solar energy is cyclic and diurnal. Moreover, solar radiation is
the main cause that drives ocean and atmospheric circulation [14], inducing the ocean wave
motion, winds and currents that are currently harnessed offshore. The global solar market noted
unprecedented growth in 2022, with China alone expanding its total solar capacity by almost
100 GW [15], based on photovoltaics (often abbreviated as PVs). Since 2012, China has been
expanding its solar capacity through extensive and substantial subsidies, in an attempt to secure
its energy future away from fossil fuels. In early 2018, a world record was achieved in Saudi
Arabia, where a solar project tender was won at the lowest price ever recorded; less than
$0.02/kWh. In 2022, TotalEnergies [16] announced the startup of the Al Kharsaah 800 MWp
solar power plant, which constitutes one of the largest plants in the Middle East, comprising two
million bifacial modules mounted on single—axis trackers. The Al Kharsaah power plant is
anticipated to supply 10% of Qatar’s peak power demand and is projected to prevent 26 million
tons of carbon dioxide (CO,) emissions throughout its operational lifespan [16], providing power
for QAR 0.0571/kWh, the lowest winning bid ever registered in an auction for large scale
renewable energy, as of 2020 [17].
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Figure 1-2. Projected World solar PV installed capacity by 2050 (source: [18]).




Figure 1-2 illustrates the proportional contribution of each continent to the global solar PV
installed capacity in the year 2018, along with projections for the years 2030 and 2050, as per
the analysis conducted by the International Renewable Energy Agency (IRENA) through the
REmap programme, 2019 [18]. As compared to the PV installations recorded in 2018, which
totalled 481 gigawatts (GW), the projections indicate a nearly sixfold increase in the world's PV
installed capacity by 2030, reaching 2,841 GW. Furthermore, this capacity is forecasted to
expand even more by 2050, reaching 8,519 GW. It is noteworthy that within this projection,
distributed scale installations, such as rooftop solar, are anticipated to constitute 40%, with the
remaining 60% being utility—scale installations [19].

However, in order for the goals set by the aforementioned projections to be accomplished,
it is imperative to address the limiting factor of land conservation. While the renewable energy
industry rapidly expands in an unprecedented scale, utility—scale PV plants are increasingly
occupying agricultural land. This fact inevitably leads to raising concerns about the land
requirements and associated impacts on land use, related to PV installations [20]. Floating solar
farms have emerged as a promising option to address this matter. Furthermore, high temperatures
can detrimentally impact the efficiency of PV systems, typically resulting in a reduction of power
output by 5-25% from the nominal value for incident irradiance of 1000 W/m?, solely due to
cell temperature [21]. Thus, with water and wind near the surface acting as coolants, floating PV
systems operate at lower temperatures, thereby mitigating the temperature—caused efficiency
reduction.

Installations in closed basins and reservoirs, such as irrigation ponds, wastewater treatment
plants etc., have already been deployed in the US, Europe and Asia. During the last decade
floating PV installations have experienced exponential growth, with the global cumulative
installed FPV capacity being 3.8 GW in 2021 [22]. This capacity is projected to reach 4.8 GW
in 2026 [23]. A 6.3MW floating PV installation of very large horizontal dimensions
(approximately 57000 m?) was deployed in 2020 in Queen Elizabeth 1l Reservoir by
LightsourceBP [24]. The installation covers less than 10% of the reservoir, and is able to
generate 5.8 GWh worth of energy on an annual basis [25]. Similar installations have been
reported in bays. In those applications, PV panels are mounted on floating structures that provide
buoyancy, with the whole arrangement benefiting from the positioning on a flat surface; see,
e.g., Figure 1-3(a). In the context of the aforementioned applications, floating PV installations
prevented water evaporation, which significantly contributes to the depletion of global water
supply [26]; (estimates suggest that up to 40% of global water loss can be attributed to
evaporation [27]). Furthermore, due to the shading supplied to the water body, the algae growth
rate dropped as a consequence of the reduction in photosynthesis processes [13].

Extrapolating on the above idea, the potential energy yield of offshore (or nearshore) floating
PV (also known as Floatovoltaics, or FPV) installations has recently been brought to the
spotlight. Offshore regions offer ample surface, necessary for the successful commercialization
of floating solar farms as well as the potential of creating hybrid renewable energy units, via
exploitation of existing facilities serving the operation of offshore wind or wave farms.
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Figure 1-3. (a) Floatovoltaic installation in Kagoshima Bay, Japan (Adapted from [28]). (b) Annual solar
surface irradiance for Europe (from CM-SAF data [29]).

Furthermore, the cooling effect of water and wind along with direct solar exposure, raises
floating PV systems to a rather appealing renewable energy production solution. The importance
of the aforementioned characteristics is reinforced, considering the high potential of solar
radiation encountered in southern latitudes and especially the Mediterranean Sea, in contrast to
the relatively lower wind and wave potential, see Figure 1-3 (b). (Detailed solar irradiance data
for the Mediterranean Sea are also available in Ref. [30]).

Most interestingly, a recent techno—economic survey comparing renewable offshore
technologies [31], suggested that a potential offshore PV plant would feature a higher yield per
footprint area than the market protagonist; wind farms. However promising, it must be
considered that the analysis compared existing and proven technologies hence it could not
accurately account for the cost of a supporting, offshore floating structure and the durability of
the otherwise well-established PV cell technology in the saline and volatile marine environment.
It is evident that the successful deployment of floating PV farms at sea requires a suitable
supporting ballast structure that will ensure safe operation. The optimal design of such structure
heavily depends on the expected prevailing sea states, under operation conditions, and the
mechanical characteristics (i.e., bending stiffness) of the employed PV technology. In order to
pave the way towards the successful commercialization of nearshore and offshore floating PV
farms, issues concerning structural robustness, operational safety, power yield in the marine
environment and optimal grid integration need to be addressed. The highly complex nature of
this venture requires multidisciplinary cooperation in order to establish an integrated design
approach for floating PV parks.

Several studies have been conducted towards the general direction of comparing floating
photovoltaic units to land—based ones of corresponding expected power output. Such studies are
a key pillar for the further development of floating solar technology, since they reveal key
similarities and differences compared to a relatively mature form of green energy technology.
FPV installations do not occupy land and thus provide a direct solution to avoid disputes
regarding the usage of agricultural zones, protecting their characteristics, flora and fauna. In
addition, the supporting floating (moored) structures provide the unit with the ability to be
transported in a fully reversible manner, in contrast to land—based plants, which are fully ground—
fixed [32]. This flexibility of floating units allows for the integration of solar tracking techniques
in a much more cost—effective way, compared to corresponding land—based units [33].




Figure 1-4. Schematic representation of parameters involved in the operation of floating FPV systems
in open water. Adapted from [34].

According to case studies, the implementation of simple tracking mechanisms can increase
the produced energy output of the panels by a factor of 25% [32]. However, the marine
environment also introduces a wide range of new parameters that must be carefully considered
in the design and operation of floating photovoltaic (FPV) systems (see Figure 1-4). Primarily,
as concerns offshore floating PV systems, defining the hydrostatic forces acting on the
supporting structures is crucial in the preliminary design stages to ensure they remain buoyant
and stable. Furthermore, the dynamic movement of floating platforms supporting PV systems,
due to loads by waves and wind, can impose varying stresses on the structures, while also
dynamically altering the azimuth and tilt angles of mounted PV systems. Therefore, the above
parameters can affect stability and orientation, influencing the efficiency and lifespan of PV
units. On the other hand, the cooling effects provided by the surrounding water and wind can
enhance the performance of solar panels by reducing the heat buildup [35]. In harsh marine
conditions, the potential for “green water” effects arises as well, where waves splash over the
platform and onto the panels, possibly causing damage or reducing performance. Proper
anchoring systems are also essential to prevent drift and ensure the long—term reliability of the
FPV installation. The above environmental factors require a multidisciplinary approach to
design, incorporating elements of marine engineering, structural analysis, and environmental
science to optimize the performance and resilience of floating PV systems.

The energy yield of floating photovoltaics (FPVs) is in the spotlight, as offshore photovoltaic
(PV) installations present significant advantages over corresponding land—based ones. These,
among others, include the ample surface available for arrangements in farms, as well as the
potential of hybridization with offshore wind / wave energy installations. The development of
offshore FPV parks is particularly important for southern European regions, e.g., in the
Mediterranean Sea, since solar radiation in southern latitudes is nearly 150-200% greater than
that of the Atlantic Ocean, the North Sea and Baltic Sea regions [30], while wind and wave
potentials are comparatively low. It is worth mentioning that, according to a recent report from
DNV GL, it is expected that offshore FPVs will reach maturity by 2030 (see also DNVGL-RP—




0584—Edition 2021-03 [36]). On the other hand, although several solar farms have been built on
closed water basins, transitioning to open sea is a challenging task as their interaction with
several environmental factors is not yet fully understood [37].

Floating PV market in the East is already appreciable. A recent survey [38] indicates that
offshore solar plants have a high potential of becoming the new standard for solar energy
production, after the technological challenges are mastered, based on the general guideline
which suggests that floating arrays are 50% more cost-effective than solar rooftops and 20%
more cost—effective than land—based solar farms. As the floating solar market continues to
evolve, innovative applications are emerging. These include the development of energy efficient
ships, that are partially or fully powered by solar technology.

1.3. Solar Ships

Maritime transportation services expand at an increasing pace, which unavoidably contributes
to a significant increase in the number of vessels worldwide. The latter has risen from 2,605 in
1970 to 5984 in 2000 and 11,071 in 2019 [39]. The whole spectrum of shipping, from short-
distance local transport to international operations, remains heavily reliant on fossil fuels [40].
Shipping is considered a relatively climate—friendly mode of transport due to significantly lower
amounts of CO, emitted per ton—kilometer, particularly for large vessels [41]. Indicative data of
CO, emissions by mode of transport are provided in Figure 1-5, where it can be observed that
shipping (and particularly large vessels) is characterized by significantly lower carbon footprint
as compared to other modes of transport, due to the ability of loading substantial volumes of
cargo. Nonetheless, the combined greenhouse gas emissions from maritime operations
worldwide remain significant, since they account for about 3% of total annual anthropogenic
CO, emissions and are projected to undergo a remarkable increase, should mitigation measures
not be enforced [42]. As of 2019, transportation accounted for approximately 28.5% of total
emissions in the EU, (with road transport alone being responsible for 20.5% [43]). The goal of
reducing shipping emissions has led to a growing shift towards electric and hybrid vessels.
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Figure 1-5. CO, emissions per tonne—km by mode of transport. Data adapted from [41].




The latter’s success and commercialization, however, is highly dependent on several parameters,
such as technological innovations, the development of operational and regulatory frameworks,
as well as cost—related issues [40].

Integration of solar technology into ship design presents a promising path towards
environmentally friendly maritime operations, while also introducing numerous other substantial
advantages. These include lower noise levels and reduced maintenance costs [44]. Furthermore,
solar—augmented vessels provide enhanced safety by minimizing fuel-related risks [45]. In
recent years, significant efforts have been made towards the direction of building vessels
equipped with hybrid engines, utilizing the incident solar radiation by using mounted PV
modules. The power collected from PVs is stored and utilized when the vessel enters or exits a
port, while in open water, propulsion is still based on diesel. Such hybrid technologies will not
only reduce fuel costs, but also assist shipowners in meeting the continuously growing demands
in the Emission Control Areas (ECA) and marine parks, in the near future [46]. The potential
benefits of integrating solar technology for covering the hotel loads of recreational boats are
discussed in Ref. [47]. Moreover, Ref. [48], provides financial and technical analyses of solar
vessels, including estimated investment costs. The latter work also concludes that a sufficient
energy storage system is required, as the real-time solar power generated is inadequate for
achieving sufficient propulsion speed. Meeting the total energy demands of a vessel (including
propulsion) solely through solar power is a challenging objective, given the current technological
constraints. However, there have been research studies and projects that address this concept.

The MS Tdranor Planet Solar, which was launched in March 2010 and sailed from its
headquarters in September of the same year, became the first solar ship ever to circumnavigate
the globe in 2012, completing the journey in 548 days [49]. It is a 31-meter—long catamaran-
type vessel, designed by LOMOcean Design and built by Kneierim Yachtbau, with solar
modules occupying an area of 537 m? when fully developed (see Figure 1-6.). The ship's lithium
batteries are capable of storing enough energy to allow three days of autonomy, in the event of
a complete absence of sunshine and the propulsion system is able to generate a maximum of
93.5 kW from the arrays of installed solar panels [50].

Figure 1-6. (a) SolarPlanet Taranor, with developed photovoltaic installation. Adapted from [51]. (b)
3D sketch of the vessel. Adapted from [49].




Figure 1-7. (a) Tonbo Solar Hybrid Ferry, (b) Medaka Eco Commuter Ferry and (c) Aquarius Eco Ship.
Adapted from [46].

Standalone PV systems for small ships are also examined in Ref. [52], aiming to the
development of a design strategy for solar—electric boats for river transportation. Studies on fully
electric solar ships usually focus on catamaran vessels operating at low speeds; see e.g. [53].
This approach seeks to maximize the available surface area for PV array installations while
simultaneously minimizing resistance.

Due to the exponential relationship between speed and ship resistance, vessels that operate
using fully electric propulsion systems can achieve limited cruising speeds. This is evidenced in
several ongoing projects, such as the Tonbo Solar Hybrid Ferry by Eco Marine Power [see Figure
1-7(b)], which is a 30—m-long vessel, designed to operate in urban waterways. In particular,
based on ongoing research [46], this vessel will be able to operate in fully electric mode using
the on—board batteries, when cruising at around 8 knots or less (Fn < 0.24). Another project by
the same company involves a shorter, 22-m-long vessel, namely the Medaka Eco Commuter
Ferry, designed to operate as an urban commuter ferry but also as a sightseeing vessel or tourist
cruiser. Within the framework of this project, research is also being conducted on improving the
operation of commuter ferries and reducing maintenance costs by incorporating advanced
monitoring systems [46]. Other concepts that the latter company investigates include the
deployment of solar panels on rigid sails that automatically adjust to wind conditions [see Figure
1-7(c)], aiming to provide a more consistent power source, that exploits the available combined
solar and wind power.

In addition to harnessing solar and wind energy, wave energy presents a promising avenue
for enhancing the sustainability of shipping, as well as the global energy portfolio in general.
For instance, flapping—foil thrusters, arranged at the bow of the vessel, can effectively exploit
the energy generated by wave-induced motions, converting it directly into useful propulsive
power.




Figure 1-8. (a) 10-meter—long model during sea tests, featuring an attached hydrodynamic wing. (b)
Underwater perspective of the hydrodynamic wing in operation. Adapted from [54].

This concept has been numerically investigated in Ref. [55]. Furthermore, it has been
experimentally tested using both tank—scale experimental analysis and a large—scale 10-m-long
model tested at sea (see Figure 1-8), in the framework of the EU funded “SeaTech” project [54].
The complete analysis and results can be found in Ref. [56]. This approach not only facilitates
energy generation but also contributes to dynamic stability, thereby improving the vessel's
overall performance. Furthermore, the implementation of flapping—foils can mitigate added
wave resistance [55], and thus reduce fuel consumption and operational costs. By integrating
such systems, the maritime industry can significantly bolster its efforts toward renewable energy
utilization, promoting a more sustainable and environmentally responsible future for shipping.

1.4. Wave energy technologies and hybridization

Water is significantly denser than air, allowing water currents and waves to transport much
greater energy per volume of medium. Consequently, developing ocean energy—capturing
technologies to match the current capabilities of other renewables could position oceans as a
prominent player in national renewable energy markets. Specifically, sea waves are regarded as
a high—quality renewable energy source due to their superior energy density compared to other
renewables [57]. Additionally, considering the inherent uncertainties associated with various
phenomena affecting renewable energy production, diversifying energy resources within the grid
is bound to contribute to a more balanced and stable green energy supply. “Wave power”
specifically describes the utilization of energy extracted from wind—generated waves for various
applications, including electricity generation, water desalination and water pumping, while
Wave Energy Converters (WECs) are specialized devices designed to harness this type of
energy. It is essential to differentiate wave power from tidal power, which relates to the energy
derived from water movement caused by the gravitational forces of the Sun and Moon.
Furthermore, waves and tides are distinct from ocean currents, which arise from other influences,
such as the Coriolis Effect and differences in temperature or salinity.

Wave power generation has not yet reached commercial maturity, despite efforts to harness
it dating back centuries [58]. Interestingly, current estimates suggest that the global wave power
resource totals around 2.11 TW, which could potentially cover up to 90% of the average global
electricity demand [59]. Therefore, advancements in wave energy harnessing could significantly
contribute to the pursuit of clean energy. However, existing WEC technologies are unable to
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fully exploit this potential. Key challenges include high maintenance costs, insufficient
infrastructure, and the general immature state of such concepts, all of which must be addressed
before global adoption can occur (see e.g. [60]). The obstacles that wave energy development
faces are considerable, particularly given its current underdevelopment compared to other
renewable and conventional energy sources. As a result, it is perceived as less reliable and
competitive than other renewable energy sources, which directly impacts, along with the
aforementioned factors, the resulting Levelized Cost of Energy (LCOE); see e.g., [61].

Wave energy conversion technologies can be classified in several different ways, based on
their working principle [62], geometry or primary location [63,64]. The number of existing wave
energy harvesting concepts is immense. However, almost every device falls into one of three
categories, namely point absorbers, attenuators and terminators. Point absorbers are devices with
small dimensions, compared to the wavelength of the incident waves and are usually
axisymmetric about a vertical axis [65]. Attenuators have one dominant horizontal dimension
and are designed such that their principal axis is parallel to the dominant wave propagation
direction, while terminators are devices whose dominant direction coincides with the wavefront,
resulting in wave interception (see e.g., [62]). A review of wave energy technologies can be
found in Ref. [66].

In this work’s framework, point absorber WEC parks are studied as part of the broader
objective of developing computational tools for modelling hybrid wave—solar offshore energy
systems. While the primary focus is not on the direct modelling of these hybrid systems, the
discussed methodologies and models provide a foundational framework for studying and
evaluating various hybridization concepts. By combining the numerical techniques developed
throughout this study, future research can extend these models to simulate and optimize the
performance of hybrid energy systems that incorporate point absorber WEC parks alongside PV
systems (and wind turbines). Interestingly, studies on wind—-wave hybrid energy units, indicate
that the “shadow effect” caused by WECSs reduces the local wave heights and improves the
operational conditions for co—located wind turbines [67].

The symmetry of point absorber WECs, combined with their compact dimensions, ensures
that the direction of wave propagation has minimal impact on their overall efficiency [68].
However, this characteristic no longer holds when WECs are deployed in arrays or in regions
characterized by bathymetric inhomogeneities. In the latter cases, the interactions between
multiple devices, including diffraction and reflection phenomena, along with potential refraction
effects induced by nearshore shoaling bathymetric profiles, can significantly amplify or diminish
power absorption depending on propagation direction (see e.g., [69]). Additionally,
hydrodynamic interactions between closely spaced floating bodies introduce complex effects,
such as wave interference and energy redistribution, which can further alter the power absorption
characteristics of each individual unit within an array. These factors must be carefully accounted
for in the modelling of large-scale WEC installations to accurately predict their collective
performance. The above phenomena are modelled and studied in the present work, aiming to
provide the foundation and computational tools necessary for analyzing hybrid energy units.
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1.5. Methods

The interaction of free surface gravity waves with floating bodies at intermediate depths, in areas
possibly characterized by non—-uniform seabed topographies, is a mathematically interesting
problem which can be used to analyze a wide range of applications, such as the design and
performance evaluation of ships and other floating structures operating in coastal regions.
Theoretical aspects of the problem of small-amplitude water waves propagating over finite
depth areas and their interaction with floating and / or submerged bodies have been presented
under various geometric assumptions by many authors; see e.g. [70,71]. Furthermore, shallow—
water conditions are commonly encountered in marine applications, particularly when floating
structures or docks are anchored in areas with limited water depth. Precise predictions of the
motions induced by prevailing sea states are paramount. These forecasts serve to optimize
mooring systems based on stability requirements, as well as to ensure that the under—keel
clearance remains adequate to prevent the structure from grounding in extreme weather and sea
conditions specific to the area under examination. Accurate predictions are crucial not only for
operational efficiency but also for mitigating the risk of structural damage or accidents due to
insufficient clearance.

In many applications, the water depth is assumed to be constant. This assumption holds
practical validity under circumstances where depth fluctuations are minor or where the
dimensions of the floating body are significantly smaller than the variations in bottom
topography. However, in scenarios involving the deployment of floating structures in coastal
waters, variations in bathymetry can exert significant influences on the dynamic responses of
these structures to wave—induced forces and moments. Under the premise of slowly varying
bathymetry, mild—slope models have been developed to analyze the dynamic motions induced
by waves on floating bodies. Nevertheless, to address environments characterized by abrupt
changes in bathymetry — such as those encountered near coastlines or at the entrances of ports
and harbours — more comprehensive models are requisite. These extended models are
indispensable for accurately assessing and predicting the dynamic behaviour of floating
structures in such complex and dynamic coastal environments. For instance, Ohyama and
Tsuchida [72], used expanded mild-slope equations incorporating evanescent modes to study
wave induced ship motion in a harbour. Their model accounts for incoming waves being
diffracted and refracted before they reach the floating body. In addition, it accounts for re—
reflection by breakwaters of diffracted and radiated waves propagating from the body, causing
them to return to it. The study indicates that waves diffracted and radiated by a floating body
can significantly influence the wave-height distribution in harbours [72].

The computational methods employed in this study are centered around the development of
algorithms based on the application of the Boundary Element Method (BEM). These algorithms
are specifically designed to calculate the dynamic behaviour of floating bodies with arbitrary
geometries, as well as the hydrodynamics of ships moving at forward speed. Quantities of
interest, such as power extraction, are computed either directly through the BEM models in the
case of wave energy systems, or by coupling the hydrodynamic results with a photovoltaic model
for floating PV systems and solar ships.
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The Boundary Element Method is a powerful numerical technique that is widely used in
engineering and physics to address problems related to potential flow, wave propagation, and
other fluid—structure interaction scenarios. The core advantage of BEM models lies in the
method’s ability to reduce the dimensionality of the studied problems (from a volume integral
to a boundary integral), which is achieved by using boundary integral representations of the
studied flow fields (see e.g., [73]). Due to this property, the method is also called boundary
integral equation method (BIEM) in the literature [74]. Direct Boundary Integral Equation (BIE)
formulations and their modern numerical boundary element solutions were developed in the
1960s [75], leading to extensive research into BIE formulations and numerical methods
throughout the next decades. The term “Boundary Element Method” was introduced in the mid—
1970s, as an analogy to the Finite Element Method (FEM) [74].

The dimensionality reduction drastically limits the computational requirements, especially
when dealing with complex domains. The method is particularly effective for modelling the
hydrodynamic characteristics of floating bodies, as it accurately captures the effects of wave
scattering, diffraction, and radiation, which are critical for analysing the behaviour of offshore
structures, such as floating platforms [76], wave energy converters [68,77] and ships [78,79]. As
regards the latter case, the BEM can account for the added complexities of ship motions due to
both wave interactions and forward motion.

In the present dissertation, the BEM algorithms are integrated with several complementary
techniques to enhance both their accuracy and computational efficiency. One of the key
strategies employed is the use of Perfectly Matched Layers (PMLs), which are incorporated to
absorb wave-like behaviour at the boundaries of the computational domain [80]. PMLs act as
an artificial extension of the domain that prevents numerical reflections from the outer boundary,
ensuring that wave propagation can be simulated as if the domain were infinite. This way, PMLs
eliminate the need to model additional boundary parts, serving as radiation boundaries, thus
reducing the total computational requirements. Mirroring techniques are also employed to
further optimize computational efficiency. The latter techniques take advantage of inherent
symmetries in many hydrodynamic problems, allowing for a significant reduction in the size of
the required computational mesh without reducing the physical accuracy of the developed
models. By reflecting the geometry across certain planes of symmetry, mirroring approaches
ensure that only a portion of the problem domain needs to be modelled (see e.g. [77,79]), thereby
also reducing the overall computational cost. In order to simulate more complex seabed
topographies, a Coupled Mode Model is also incorporated [81,82], enabling the analysis of wave
propagation over general seabed bathymetry, which is essential for simulating realistic
environmental conditions.

Finally, to address the computational demands of the above models, parallel programming
techniques are utilized to distribute the workload across multiple processors. This significantly
accelerates the simulation process, allowing for the analysis of more complex and larger—scale
problems, such as floating offshore structures subjected to complex environmental conditions,
within feasible timeframes.
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1.6. Thesis outline and original contributions

The investigation of offshore solar energy represents a collaborative convergence of solar energy
technology and marine engineering. The rapidly expanding body of knowledge in both these
fields creates a promising environment for advancing the development of floating solar
solutions, facilitating their transition along the technology readiness level (TRL) spectrum [83].
The present work aims to bridge knowledge gaps between these diverse fields by proposing
models and techniques for simulating and assessing the power output of floating solar platforms,
solar—augmented vessels, and wave energy parks. Wave parks are modelled in standalone
configurations. However, the developed models can be integrated for the study of hybrid
systems. The results and findings aim to accelerate the utilization of marine renewable energy
in EU countries, thus contributing to maintaining Europe's leadership in the development of
innovative green energy technologies in both science and engineering.

Gaps in the current body of knowledge regarding floating solar technologies include the
need for effective transformation of offshore environmental data for use in nearshore
applications. Additionally, there is limited research on FPV performance in harsh marine
conditions, particularly regarding the long—term effects on panel efficiency and the degradation
mechanisms in these environments [84]. Another area that requires further investigation is the
development of coupling methods for FPV marine applications, given that current models do
not fully integrate hydrodynamics and structural motion. By addressing the above issues, the
present work aims to provide insights that could support the development of guidelines and
standardization efforts by the EU, helping to establish a technological framework for the
deployment of nearshore / offshore FPV systems in EU waters and beyond, raising international
interest and paving the way for market growth in offshore FPV.

Offshore PV installations require a supporting resilient ballast structure. In the offshore and
nearshore region, safety and viability require the design and construction of resilient FPV
structures that can withstand the harsh marine environment. Regarding the deployment of
floating structures of relatively large dimensions in nearshore and coastal areas, it is also
expected that bathymetric variations may significantly affect their responses under wave loads,
which in turn alter the performance of the power output, due to oscillatory motions of the
structure and the panels arranged on deck. Stability requirements, in conjunction with the need
for a lightweight structure with the center of gravity located at a relatively increased height above
the keel, prompted the adoption of a twin—hull design [see Figure 1-9(a)].

e

....

Figure 1-9. Photorealistic illustration of (a) Twin—Hull FPV and (b) pontoon-type FPV.
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Twin-hull structures can be designed so as to present increased freeboard height offering
protection of PV panels on deck from splashing and green water. In that case, there is also
sufficient space below the main deck for arrangement of required ballast tanks, machinery and
electrical systems (switchboards, inverters, cables, transmission, connection to grid etc.) and
battery rooms for storage. Finally, they are characterized by very low towing resistance,
facilitating mobility from production to deployment as well as the possibility of usage as a
supplementary or emergency energy station for small islands and isolated touristic and other
coastal industry facilities.

As concerns the Mediterranean Sea, several islands are not yet connected to the main
electricity grid and rely on independent local grids to meet their power needs. The latter grids
primarily use imported fossil fuels [85]. Consequently, the discussed systems offer a promising
solution to mitigate this issue by providing a renewable and local energy source, reducing
reliance on costly and environmentally damaging fossil fuels. On the other hand, twin—hulls
introduce more complex response patterns and resonance characteristics into the analysis since
the interactions between the two hulls generate additional hydrodynamic forces, leading to
varying motions and wave patterns which in turn result in amplified or reduced responses under
certain conditions.

Pontoon-type platforms are also modelled and investigated as an alternative scenario for
floating PV installations [see Figure 1-9(b)]. These structures typically offer a simpler and more
cost—effective design compared to twin-hulls, with a wide and stable surface area that provides
sufficient space for accommodating PV panels and associated equipment. They enable easy
scalability and adaptability to different deployment sizes and site—specific conditions. However,
their low freeboard height makes them more susceptible to wave overtopping and splashing,
which could compromise the durability of PV systems and other onboard components.
Furthermore, pontoons generally have higher hydrodynamic resistance, which can increase
towing and installation challenges. Despite these drawbacks, their straightforward design and
lower construction costs make them an appealing option for certain applications.

The solar ship concept is examined via a 33—meter—long catamaran vessel (see Figure 1-10),
utilizing optimized hull lines derived from the literature [86]. To assess the vessel's performance,
BEM models are developed, focusing on evaluating the resistance, dynamic responses and added
resistance of the vessel under various conditions. The modelling aims to quantify how effectively
a mounted PV system can meet the vessel's energy demands, helping to determine the feasibility
of solar—powered maritime solutions.

Figure 1-10. (a) 33—-m-long catamaran vessel (source: https://elcatproject.gr/). (b) 3D model of the
vessel with integrated PV system.
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Figure 1-11. (a) Wave park comprising multiple point absorber WECs. (b) WEC array attached to a
breakwater.

The final section of the work focuses on the operation of wave energy parks consisting of
multiple point absorber devices (see Figure 1-11). It examines how the performance of such
energy parks is influenced by several key factors, based on specific assumptions regarding the
geometry and positioning of the floaters. The analysis explores the impact of varying water
depths, intra—array hydrodynamic interactions between multiple floating devices, as well as the
effects that breakwaters pose on the operation of such systems [see Figure 1-11(b)]. The above
factors are critical in understanding how efficiency can be optimized, highlighting the complex
dynamics involved in the design and operation of such systems.
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PV SYSTEMS AND THE EFFECTS OF HYDRODYNAMICS

Photovoltaic systems have gained widespread attention as a sustainable solution for renewable
energy generation [87]. These systems typically consist of solar panels, inverters, and associated
components that convert sunlight into electrical power, via the photovoltaic effect. The latter
phenomenon — first observed by the French physicist Alexandre Edmond in 1839 and later
described by Albert Einstein in 1904 [88] — refers to the process by which certain materials
(typically semiconductors like silicon [89]) generate an electric current when exposed to
electromagnetic radiation. Semiconductors are materials whose electrical conductivity lies
between that of conductors and insulators [90]. The energy difference between the valence band,
where electrons are bound, and the conduction band, where electrons are free to move (band
gap) in semiconductors is small enough so that electrons can be excited into the conduction band
with the addition of sufficient energy, such as heat or light, allowing the material to conduct
electricity under certain conditions.

2.1. Photovoltaic cell operation

When sunlight photons strike a semiconductor material, their energy can excite electrons. In case
the photon energy is sufficient, it promotes electrons from the valence band to the conduction
band, overcoming the band gap. Silicon, which has four (4) valence electrons, forms the basis
of most solar cells [91]. To modify its conductivity, silicon undergoes a process called doping,
where pentavalent atoms (such as phosphorus) are introduced to create n—type material, which
has an excess of electrons, while trivalent atoms (like boron) are used to create p—type material,
which has an excess of holes (electron deficiencies) [92]. When silicon is doped with pentavalent
atoms in one part and trivalent atoms in another, a material is formed with both p-type and n—
type portions, creating a p—n junction. At the junction, electrons from the n—type region are
diffused into the p—type region, while holes from the p-type region are diffused into the n—type
region. As a result, a depletion region is created, where no free charge carriers are present due
to the recombination of electrons and holes; see Figure 2-1(b). An electric field is established
across the depletion region, which acts to separate the electron—hole pairs generated by incoming
light. This electric field drives the free electrons toward the n—type region and the holes toward
the p-type region, creating a flow of electric current when the solar cell is connected to an
external circuit.
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Figure 2-1. (a) Essential interfaces and surfaces of a solar cell. Adapted from [87]. (b) p—n junction and
depletion region. Adapted from [93].

Basic solar cell structure also comprises metal contacts, which are crucial for extracting
current [see Figure 2-1(a)]. The front contact — typically a metal grid on the n—type layer —
collects free electrons while minimizing sunlight blockage. The back contact on the p—type layer
provides a path for holes, thus completing the circuit. Together, these contacts enable current
flow through external loads, supplying usable power.

Solar cells are the basic building blocks of solar energy systems. Multiple solar cells,
connected in series and parallel, comprise a solar panel which produces a certain power output
[94]. Panels are then combined into larger arrays to increase power output. Inverters convert the
generated variable direct current (DC) output of a photovoltaic panel into alternating 220V
current (AC) for grid compatibility [95]. When scaled up and deployed across large areas, along
with monitoring and control systems, these interconnected arrays form a solar farm, capable of
supplying renewable energy to meet regional demands.

2.2. Basic performance factors

The performance of PV systems is influenced by several factors, including solar irradiance, panel
efficiency, temperature and orientation. Solar irradiance, or the amount of sunlight reaching the
panels' surface, directly impacts energy generation, varying with the time of day, the seasons
and the weather conditions. This irradiance comprises three primary components, namely beam
irradiance, diffuse irradiance and reflected irradiance (see Figure 2-2).

Beam irradiance refers to the direct sunlight that reaches the panel's surface, when the sun
rays are unobstructed by clouds or other atmospheric conditions. Diffuse irradiance is the
sunlight scattered in the atmosphere, which reaches the panels from all directions. Finally,
reflected irradiance refers to the sunlight that is reflected by nearby surfaces, such as the ground
or surrounding structures, which also contributes to the total energy available to the PV system.
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Figure 2-2. Main components of irradiance reaching a solar panel.

Cell temperature plays a significant role, as higher temperatures typically cause the
efficiency of PV modules to decrease [96]. This is mainly caused by the increased rate at which
charge carriers (electrons and holes) recombine inside the cell, due to increased carrier
concentrations resulting from thermal excitation [97]. As more carriers are generated, the
likelihood of them recombining before they can contribute to electricity production increases,
leading to a decrease in the overall efficiency of the solar cell.

The tilt angle (8 — angle between the solar panel and the horizontal plane) and azimuth angle
(1 — direction the panel faces, measured clockwise from true north) are also crucial parameters
for maximizing sunlight capture. It is widely acknowledged that in the northern hemisphere,
optimum azimuth angle for tilted surfaces is facing due South [98,99], while the optimum tilt
angle varies depending on the latitude (¢) and the time of year. A commonly accepted approach
is using f = ¢ as a yearly optimal value for the tilt angle [100]. However, numerous studies
have been conducted to determine seasonal (as well as daily) adjustments regarding optimal tilt
angles. For instance, Stanciu C. and Stanciu D. [101] determined the optimal tilt angle for a flat
plate collector across latitudes ranging from 0° to 80° as f = ¢ — &, considering the latitude
(¢) as well as the Earth’s declination angle &. The latter quantity (also called solar declination)
refers to the angle between the sun rays and the Earth’s equatorial plane [102]. It represents how
far north or south the Sun is relative to the celestial equator at any given time (see Figure 2-3),
thus directly impacting the beam irradiance received by a specific location on Earth. The
declination angle can be evaluated as [103]; [see Figure 2-3(d)],

360
0 =-23.45c0s| —(d +10) |,

where d denotes the day of the year with January 1 as d = 1. Eq. (2.1) is based on the
assumption that the sun’s orbit is a perfect circle, while the adjustment of ten (10) days in the
argument of the cosine function reflects the fact that the winter solstice (6 = —23.45°) occurs
approximately ten days before the start of the calendar year [104]. A more accurate estimation
for solar declination, accounting for additional factors, is discussed in Ref. [1L05]. Moreover Ref.
[106] reviews several studies and optimization techniques developed to derive more accurate
formulae for determining the optimal tilt angles of solar systems, taking into account various
geographical locations and solar technologies.
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Finally, electrical performance is influenced by several factors such as the voltage, current,
power output, as well as inverter design [107]. An extended review of the factors affecting solar
performance can be found in Ref. [108].

2.3. PV model

As global demand for renewable energy continues to rise, new opportunities are emerging to
expand the use of photovoltaic (PV) systems, including innovative floating PV systems deployed
on floating platforms in water bodies such as lakes, reservoirs, or the open sea. As regards the
latter case, it integrates the established principles of photovoltaic energy conversion with the
distinct challenges and advantages presented by marine environments. Notably, the dynamic
behaviour of floating platforms introduces hydrodynamic effects that can influence the
performance of PV modules in ways that differ from those encountered in conventional land—
based systems. These effects include platform angular motions, such as roll, pitch and yaw,
which can induce dynamic variations in the tilt and azimuth angles of the photovoltaic modules
relative to the sun, leading to fundamentally different operational conditions from the stable ones
encountered in land—based applications. These dynamic conditions must be accounted for in the
modelling, design and operation of FPV systems.

While certain factors that influence the energy efficiency of FPV are also found in
corresponding land—based units, with comparable power output levels, others are not present in
land installations. In open water, there is generally a higher level of humidity than inland, as well
as lower ambient temperatures. Several factors contribute to the temperature drop, including the
transparency of water (which leads incoming solar radiation to exceed the surface layer and be
transmitted to the inner layers of the medium) [109], as well as the fraction of incident irradiation
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that is used for evaporation. Furthermore, wind speed is typically higher than on land due to
longer fetch distances. The above parameters contribute to maintaining a lower operating
temperature of the solar cells, which in turn leads to increased efficiency. In the context of the
present work, the following equation is used to evaluate the instantaneous power generation by
floating PV units [104],

P(t)=nnAnG(1-Kky(Tc—Tsrc)), where G=B+D+R, (2.2)

also accounting for the effects of dynamics induced by hydrodynamic loads, as discussed in
more detail in the sequel. In Eq. (2.2), P is the power generated by the solar panels, 7, is the
efficiency of the panels on standard test conditions (STCs), 4, is the panel surface area, G is
the global irradiance on the panels, k,, is the temperature coefficient, T; is the cell’s temperature
in a specific time and Tg- is the standard test temperature (25°C). The beam and diffuse
components are computed as follows (see, e.g., [104]),

B =DNI|[ (,+(,cos(HRA)+(3sin(HRA) |, where (2.3)
£, =sin(8)sin ) cos(8) —sin (8)cos(p)sin ( 5)cos(y), @4
(2 =605(5)c0s(p)cos( 5) + cos(8)sin()sin (8)cos () 25)
(5 =cos(&)sin(y)sin(p) and (2.6)
D=DHI(z-5)/x. 2.7)

In the above equations, DNI is the Direct Normal Irradiance on a plane always normal to the sun
rays and DHI is the diffuse horizontal irradiance, which quantifies the amount of solar radiation
received by a horizontal surface from sunlight that has been scattered by atmospheric particles
or clouds [110]; see Figure 2-2. DNI is often not directly measured due to practical limitations
and is instead estimated from global and diffuse horizontal irradiance measurements or satellite—
based models [105]. In the framework of the present work, DNI and DHI are derived from
databases that incorporate such models. Furthermore, in Egs. (2.3)—(2.7), ¢ is the latitude of the
studied location, i is the module azimuth (measured from South to West) and £ is the panel tilt.
The Hour Angle (HRA) is a critical parameter in solar position calculations, which determines
the angle between the meridian plane that passes through the Sun's center and the local meridian
at the observer's location [102]; see Figure 2-4. The Hour Angle can be evaluated as,

HRA =15°(LST -12), (2.8)

where LST is the Local Solar time with LST = 12 corresponding to solar noon (HRA = 0°). Eq.
(2.8) is based on the fact that the Earth rotates 15° every hour. The basis for defining Local Solar
Time is the Local Standard Time Meridian (LST M) which defines an angle, measured in degrees
of longitude, representing the central meridian of a time zone, spaced at 15° intervals that
correspond to each hour of the Earth's rotation relative to Coordinated Universal Time (UTC),

LSTM ::|.5O XATUTC- (29)
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In Eq. (2.9), ATyrc is the Time Zone Offset from UTC. More specifically, the Local Solar Time
can be evaluated by means of the local time (LT) as
C
LST =LT +—, 2.10
50 (2.10)

where C is a correction factor expressed in minutes [111].

In particular, the latter correction factor accounts for the differences between an observer’s local
solar time and the standard time in the specified time zone. It is calculated as,

C=4(2-LCTM)+EoT, (2.11)

where the first term adjusts for the observer's longitude (1) relative to the time zone's central
meridian (LSTM), with each degree of longitude corresponding to four (4) minutes. EoT is the
Equation of Time, measured in minutes, which can be computed as [112],

EoT =9.87sin(2Q) — 7.35c0s(Q) —1.5sin(Q) , where Q = %(284+ d ) (2.12)

The latter term is used to account for the difference between solar time (measured by a sundial)
and mean time (measured by a clock); see Figure 2-5. This difference arises from two main
factors [113], namely the Earth's elliptical orbit — causing its speed to vary throughout the year
— and the tilt of the Earth's axis with respect to the ecliptic plane (see Figure 2-3), which causes
a second sinusoidal variation with double the frequency. Finally, as concerns the evaluation of
Beam Irradiance, the varying distance between the Earth and the Sun is not explicitly factored
into the calculations, as it is assumed that the DN data already account for this variation.

Regarding the reflected irradiance component R, it is approximated in the present model by
[114],
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Figure 2-5. The Equation—of-Time (EoT) and its two components. Adapted from [113].

R=c-GH|ﬂ, (2.13)
where GHI is the global horizontal irradiance (see e.g., [115]), evaluated as the sum of the Direct
Normal Irradiance, projected onto a horizontal surface, and the Diffuse Horizontal Irradiance
[116],

GHI = DNI cos(6,) + DHI , (2.14)

and 6, denotes the solar zenith angle, defined as the angle between the vertical direction (zenith)
and the line connecting an observer to the sun’s position. The latter angle can be evaluated based
on the previous analysis as [117],

cos(6,) =sin(g)sin(o) + cos(ep) cos(d) cos(HRA) . (2.15)

In Eq. (2.13), the coefficient ¢ models the albedo effect. For water bodies this coefficient is
approximately ¢ = 0.1, while in rural areas it typically ranges from 0.2 to 0.4; see e.g., [118].
In the present work’s context, data concerning the direct normal irradiance (DNI), diffuse
horizontal irradiance (DHI) and environmental conditions concerning the temperature and wind
for specific sites are obtained from the PVGIS SARAH2 database in the form of a typical
meteorological year (TMY) data set with a 1-hour temporal resolution, provided by PVG tools
(https://re.jrc.ec.europa.eu/pvg_tools/en/). The latter data set provides information concerning
the dry-bulb temperature, relative humidity and wind speed, from which the ambient
temperature is calculated as [119],

TA :TDB +033 p\/ —O7U —4, (216)

where T, is the apparent temperature, T IS the dry—bulb temperature at 2 m height, U is the
wind speed and py, is the vapor pressure in hPa, which is calculated using the following equation,

pv = exp[1.8096 +17.69D; /(273.3+Dr ) . (2.17)
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In Eq.(2.15), Dy is the dew point temperature and it is estimated based on the relative humidity
(RH), using the approximate formula D = 100 — 0.2(100 — RH), that is valid for RH > 50%
(which is expected in coastal and nearshore regions). The values of RH included in the TMY
data set are used for calculations regarding land—based configurations, while at sea it is assumed
that RH = 80% [120]. After calculating the ambient temperature, the panel cell temperature can
be estimated using the following correlation, provided by Sandia National Laboratories [121],

Tc =Gexp(a+bU)+Ta, (2.18)

where G is the incident solar irradiance on the panels and a, b are parameters depending on the
module construction, which for glass / cell / polymer sheet panels are definedas a = —3.56,b =
—0.075 [121]. In the present work’s framework, the analyses discussed are restricted to the latter
type of panels to shift the focus toward the effects of hydrodynamics on FPV systems and narrow
down the influence of additional variables. The aforementioned values of the parameters a and
b constitute empirically derived constants, based on land—based PV systems, and their use in the
analysis of floating PV systems is based on the assumption that the fundamental mechanisms of
heat transfer are similar in both environments. In particular, while floating systems may
experience some additional cooling from the water surface, it is assumed the primary factors
affecting cell temperature (irradiance and wind speed) behave similarly in both settings.

2.3.1. Hydrodynamic Effects on Floating PV

In the first two Parts of the present thesis, the above PV model is applied alongside results
derived from various hydrodynamic models to investigate the influence of dynamics on floating
photovoltaic (FPV) systems and solar ships. The general framework and hydrodynamic theory
applied is included in Appendix A, for completeness purposes. The different utilized
hydrodynamic models include both two—dimensional (2D) and three—dimensional (3D)
frameworks, each addressing specific aspects. Certain models incorporate the effects of local
bathymetry and shallow water conditions, which are critical for accurately computing the
hydrodynamic loads acting on floating structures in nearshore areas. Additionally, 85
investigates twin—hull vessels, operating as solar augmented travelling ships, studying the
dynamic interactions between hydrodynamic forces and forward motion under varying
operational conditions. The above approaches enable the analysis and understanding of
hydrodynamic influences on PV systems across a range of applications and environments. The
focus is specifically placed on the dynamic changes in instantaneous orientation of mounted PV
systems, which are influenced by the movement of floating platforms / moving ships. The
variations in orientation, induced by the hydrodynamic loads, can significantly affect the
system's energy Yield, efficiency, and overall performance and thus it is crucial to incorporate
these dynamic factors into the modelling and performance analysis of FPV systems to ensure
more accurate predictions.

The angular motions (roll, pitch and yaw) impose significant implications regarding the
orientation of mounted PV systems. Yaw, which refers to the rotational motion around the
vertical axis of a floating structure, dynamically alters the azimuth angle of the mounted panels.
In cases where the panels are aligned with the longitudinal axis of a floating platform, the rolling
motion, (representing rotation around the longitudinal axis), directly influences the tilt angle of
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the modules, as any variations in roll induce corresponding changes in tilt. Conversely, the
pitching motion (rotation about the lateral axis), does not affect the tilt or azimuth angles, as its
impact does not align with the panel orientation. However, in case the panels are not aligned
with the longitudinal or the lateral axis of a supporting structure, both rolling and pitching
motions affect the tilt in the short time scale. The translational degrees of freedom (DoFs) of any
supporting structure (surge, sway and heave) do not directly impact the PV model. Nonetheless,
the overall hydrodynamic behaviour of any structure placed on a water body is affected by all
DoFs, since the equations of motion form coupled systems (refer to Appendix A).

Solar tracking is significantly easier to implement in FPV, as compared to traditional land—
based installations, as the platforms can be dynamically oriented without the constraints of rigid
foundations (see e.g., [122]). Although the latter aspect is not addressed in the present work’s
framework, recent studies have indicated that single—axis and dual-axis tracking PV systems
with appropriate control systems can increase electrical energy production by 22-56% [33].

Floating platforms also offer the potential for hybrid systems when integrated with wave
energy converters (WECS), such as point absorbers (see e.g., [123]). This synergy allows for the
coupling of solar and wave energy generation, optimizing the use of marine space. The
hydrodynamic modelling of wave parks based on point absorber WECSs is explored in 86 and
87. The study of hybrid FPV-WEC systems remains a promising area for future investigation,
offering opportunities for more efficient renewable energy solutions in marine environments.
WEC arrays are already being studied in the context of wind—-wave hybrid energy units, with
results indicating that the “shadow effect” created by WECs can locally reduce the values of the
wave height distribution within the array, enhancing operational conditions for co—located wind
turbines [67]. The latter effect opens up new opportunities for integrating floating photovoltaic
systems in these same spaces. The study of such hybrid systems can be achieved by extending
and unifying the modelling techniques discussed in the present work, which remains an open
topic for future research.
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3

SIMPLIFIED 2D MODEL OF TWIN-HuULL FPVV UNIT

In this chapter, preliminary results are derived, regarding a twin—hull floating PV Module’s wave
induced dynamic responses, via a two—dimensional simplified Boundary Element Method
(BEM) model. The simulations aim towards the investigation of the marine environment’s
effects on the floating photovoltaic module, as concerns the dynamics of the structure, using a
low—order boundary element method, based on linear wave theory. Following the hybrid
formulation by Yeung [124], the present method utilizes the simplicity of Rankine sources, in
conjunction with appropriate representations of the wave field in the exterior semi—infinite
domain, as presented by Nestegard & Sclavounos [125] for 2D radiation problems in deep water
and by Drimer & Agnon [126] in the case of finite water depth. Subsequently, results are
extracted using systematic applications in selected examples, illustrating the effect of dynamic
motions on the energy efficiency of the floating unit.

The interactions of the wavefield, both with the floating structure and the seabed are taken
into account. The numerical formulation allows for the seabed profile to be inhomogeneous,
exhibiting mild or steep depth variations, as well as corrugations. This allows for the
investigation of potential effects on the module, triggered by the interaction of the wave field
with the local seabed topography. Furthermore, the model is capable of simulating the interaction
of the field with twin-hull structures, which are inevitably characterized by complicated
resonance characteristics.

A boundary integral representation is applied for the near—field in the vicinity of the floating
body, involving simple (Rankine) sources, while the far—field is modelled by complete (normal-
mode) series expansions derived by separation of variables in the constant depth half strips, in
either side of the middle, non—uniform domain, where the depth exhibits a general variation,
overcoming mild bottom-slope assumptions (see Figure 3-1). Numerical results are presented
concerning floating bodies of simple geometry lying over uniform and sloping seabeds. With
the aid of systematic comparisons, the effects of bottom slope on the hydrodynamic
characteristics (hydrodynamic coefficients and responses) as well as the floating PV
performance, are presented and discussed.

3.1. Mathematical Formulation of the 2D Problem

The 2D problem is considered, concerning the hydrodynamic behaviour of a twin-hull floating
body of arbitrary cross section in a coastal-marine environment, as illustrated in Figure 3-1. The
Cartesian coordinate system x = (xy, x, x3) IS used, with the origin placed on the mean water
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level, coinciding with the structure’s center of flotation, and the x;—axis pointing upwards. The
configuration is considered unchanged in the x,—direction and therefore the analysis is limited
to the x,, x;—plane, modelling a two—dimensional cross section. Consequently, surge, pitch and
yaw motions are set to zero as they are not supported by the modelled 2D geometry. The module
is thus free to move along the DoFs corresponding to sway (k = 2), heave (k = 3) and roll
(k =4).

The environment comprises a water layer bounded by the free surface at x; = 0 and the
rigid bottom at depth h = h(x,). It is assumed that h(x,) exhibits a general variation, i.e., the
corresponding bathymetry is defined by parallel, straight contours lying between two regions of
constant but possibly different water depths: h = h, at the region of wave incidence and h = h;,
at the region of transmission. The fluid is assumed to be homogeneous, inviscid and
incompressible and its motion irrotational and of small width. The wave field in the region is
excited by a harmonic incident field, with propagation direction normal to the depth contours
(along the x,—axis). Without loss of generality, a left-incident wave field is assumed; see Figure
3-1. In the context of linearized wave theory, the fluid motion is fully described by the 2D wave
potential ® (x4, x,;t) with the velocity field being equal to v(x;t) = Vd(x;t). Assuming that
the free surface elevation as well as the wave velocities are small, the potential function
d(xq, x,; t) satisfies the linearized wave equations (see, e.g., [127,128] or refer to Appendix A).
Under these assumptions, the wave field is time—harmonic and its potential function can be
represented by the time—independent (normalized) complex potential ¢ (x),

D (X, X35t) = Re{—i%Ago(xz, x3;,u)-exp(—ia)t)}. (3.1)

In the above expression, H = 2A is the incident wave height, g is the acceleration of gravity,

u = w?/g is the frequency parameter and i = v—1 is the imaginary unit. The free surface
elevation is obtained in terms of the wave potential at x; = 0 as follows,

1 0®(x2,0;t)

(X2 t):_ET' (3.2)

Incident wavefield
—_—

Figure 3-1. Geometrical configuration of the 2D problem.
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In addition to the physical boundaries (floating body, free surface, seabed), two vertical
interfaces (on either side of the domain) are further introduced, serving as incidence / radiation
/ transmission boundaries. Therefore, the boundary dD of the two—dimensional domain D,
occupied by the fluid, is decomposed in eight subsections, (dD;,i = 1,2, ...,8) as depicted in
Figure 3-1, so that D is enclosed by the curve,

oD = LSJaDi , (3.3)

i=1
with dD, and dD; respectively being the right and left—hand sides of the twin—hull’s wetted
surface. Following a counterclockwise numbering, starting from the right—hand side wetted
surface, the sections of dD numbered as 2,4 and 8 correspond to the water free surface, while
dDg is the impermeable seabed. Finally, the wave incidence occurs via dDs, which also serves
— along with dD, — as a radiation interface for the diffracted field, due to the presence of the
(fixed) body, as well as the radiation fields that develop due to the wave—induced body motions.

As illustrated in Figure 3-1, apart from the non—uniform bounded domain D, containing the
floating structure, the total flow field is considered to be of infinite length and — therefore — also
comprises the uniform semi—infinite subdomains D, and Dg, where the depth is constant and
equal to h = h, and h = h,,, respectively. Hence, the function h = h(x,) is of the form

Na, X;<a
h(x.)=<h(xz), a<x,<b (3.4)
hy, X, > b.

The frequency dependent function ¢ (x5, x5; 1), appearing in Eg. (3.1), is the normalized
potential in the frequency domain, which will be hereafter simply written as ¢(x,, x3). Using
standard floating body hydrodynamic theory [129], as described earlier in this chapter, the total
velocity potential ¢ (x,, x3) is decomposed and represented by (refer to Appendix A),

005:.53) =0, (236 43 s (.3, @9

where @, (x,, x3) = @ (X2, x3) + @p (x2, x3) is the propagating field, with ¢, (x, x3) denoting
the incident field, (which corresponds to the solution of the wave propagation problem across
the non—uniform subdomain in the absence of the floating structure) and ¢, (x5, x3) being the
diffraction potential, which accounts for the presence of the structure, fixed at its mean position
(refer to Appendix A for more details). Moreover, the functions ¢, (x,,x3), k = 2,3,4, denote
the radiation potentials, associated with the motion of the twin—hull structure, corresponding to
its three (3) degrees of freedom (DoFs), i.e., the linear transverse motion (sway — k = 2), the
linear vertical motion (heave — k = 3) and the rotation about the longitudinal (x,) axis (roll —
k = 4). Finally, &, k = 2,3,4 stand for the complex amplitudes of the corresponding wave—
induced motions. As stated earlier, the remaining linear longitudinal motion, i.e., the oscillation
of the structure along the x;—direction (surge — k = 1), cannot be taken into account by the
present reduced, two-dimensional model, since the modelled configuration is considered
unchanged in this direction. This assumption implies that the simulations concern the dynamic
behaviour of an infinite—length structure, and the relevant results refer to unit length in the x,—
direction. The same holds for the rotations about the transverse (x,) and vertical (x3) axes,
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namely the pitch (k = 5) and yaw (k = 6) motions, since any motion in these degrees of freedom
is not in line with the above assumption.

The sub—problems, whose solutions determine the potential functions ¢, (x,,x3), k =
p, 2,3,4 in the general bathymetry region, can be formulated as radiation—type problems in the
bounded subdomain D, with the aid of the following general representations of the wave
potential ¢ (x5, x3) in the left and right side semi—infinite strips D, and D which are obtained
by separation of variables; see, e.g. [130],

gogL)(x):[exp(ik x2)+C exp( ikéL)xz)]ZéL)(xg)
+ZC exp[k X, —a } Y (xs), xeDy,

P (x) = Ciexp (k% )28 (xs)

- (3.7)
+Y Clexp| ki (x,—a) |Z{")(x3), xeDy, k=234,

n=1

PP (x) = CéR)exp(ikéR)xz)ZéR) (X3)

+ZC (X3 exp[k (b xz)], X e Dg, k =p,2,3,4.

(3.6)

(3.8)

The first term (n = 0) in the above equations [(3.6)—(3.8)] is the propagating mode, while the
remaining ones (n > 0) are the evanescent modes, with C,, = 0,1,2, ... being the corresponding
coefficients. The first term of (pp(L) (x) is further separated to a unit-amplitude mode propagating
towards D - playing the role of the incident field — and the additional mode
Co® exp(—iky™x,)Z, ™ (x5), propagating towards the negative x,—direction, which is the
reflected field, coming from the diffraction potential ¢,(x). In the above expansions, the
functions [Z7]%_,,i = L, R are defined as Z{” = cosh[ kP (xs + h®)]/cosh(kPr®) and
are obtained by separation of variables, via the vertical Sturm—Liouville problem, to which the
Laplace equation reduces in the constant depth strips [D, |—h, < x3 < 0,x, < a] and
[Dg |—h, < x3 < 0,x, > b]. The corresponding eigenvalues ko(i) and [k,(li)];‘{;o,i =L,R are
respectively obtained as the real root and the imaginary roots of the dispersion relation:
w? = k®@gtanh(kDr®D), i = L,R, where g denotes the acceleration of gravity. The
completeness of the expansions derives from the standard theory of regular eigenvalue problems;
see, e.g., [131]. Based on the above representations, the hydrodynamic problems concerning the
propagating and radiation potentials ¢, (x,, x3),k = p, 2,3,4 can be formulated as radiation—
type problems, satisfying the following systems of equations, boundary conditions and matching
conditions for k = p, 2,3,4,

%@ (X2, X3) n 0% (X2, X3)

aXZZ 8X32 = O’ Xe D|(Domain of Transmission) ’ (39)
Opy (X 2
%_ 1 (X) =0, = % X € (0D LAD: UADs )| 1, e (3.10)
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a(pk (X)
on = 0' X€ aDe’|(3eabed) ! (311)
a(pk (X)
on =N k (X)’ Xe (aDl v 6D3) (Wetted Surface) ! (312)
opy (X
(pakrf ) _TL [(/)éL) (X)] - Qk » X € aD5|(Incidence IReflection /Radiation ) ’ (313)
a@k (X)
on _TR [(D'ER) (X)} = 0' Xe aD7|(Radiation) ' (314)

The boundary sections to which Eqgs. (3.10)—(3.14) refer are also illustrated in Figure 3-1.
Moreover, in the above equations, n = (0, n,, n5) denotes the unit normal vector to the boundary
aD, directed toward the exterior of D. The boundary data N, = 2,3,4 involved in the right—hand
side of Eq. (3.12), are defined by the components of the generalized normal vector on the wetted
surface boundary section (dD; U dD3): N, = n,, N3 = nz, N, = x,n; — x3n, (refer to Eq.
(A.60) in Appendix A), and constitute the (unit-amplitude) excitations of the systems for each
k. N, is set to 0, so that the solution of the propagating field is obtained by treating the floating
body as an impermeable, immobile solid boundary. Finally, the operators T, and Ty are
appropriate Dirichlet-to—Neumann (DtN) maps, see e.g., [132], ensuring the complete matching
of the fields ¢, (x,, x5) on the vertical interfaces dDs and dD-, respectively. These operators are
derived from Eqgs. (3.6)—(3.8), exploiting the completeness properties of the vertical bases

[Z,(f)(xg),n =0,1,2,...],i = L,R. Specifically, projection of the terms of Eqg. (3.6) on the

orthonormal basis, spanned by the normalized eigenfunctions Zt” (x,) = 2% (xg)/”Z,(li) ” with

”Z,(f) ” standing for the L,—norm of each vertical function,

0 1/2
||ngi)||={ J [Zgi)(x3)]2dx3} i=L,R, (3.15)
z=—h;
yields,
exp(iké”xz)+C(§L)exp(—iké”x2), n=0

(L Zb 5)) = “wh .
<¢p ()27 )> CSL)exp[k.ﬁL)(xz—a)], n>1 e (3.16)
(t0a)-a0))= ] [106)-906)] o6 @17

Therefore, the reflection coefficient in the left half-strip D, equals
ol —exp(iké”xz)+<¢§L)(x)-ZéL)(x3)>
exp(—iké”xz)

Moreover, calculating the derivative of Eq. (3.6) with respect to the unit normal vector n
(which is directed opposite to the x,—direction on dDs) and substituting in Eg. (3.13) yields,

: (Xz,xs)e D.. (3.18)
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_%;() ik (") [exp(lk ) CéL)EXp(—ikéL)XzﬂzéL)(X3)

(3.19)
+Zk Mexp| ki) (x;—a) |Z{) (xs) =T [ (x) ]-Qp, XeDv.
Finally, substitution of the modes’ projections [EQ. (3.16)], results in,
T Lo ()] = k28 () (i) (x)- 287 (x5))
0 i (3.20)
=D KZID (x5) (@8 (%) ZH (x3)),
n=1
and
Q, = -2ik" exp(ikéL)xz)ZéL)(xs). (3.21)
Fork = 2,3,4,

~ eXp( )Xz) n=0.
(o (x)- 219 (xs)) = k=234, (3.22)
CiYexp| kit (x,—a)],n>1.
Similarly, the calculation of the derivative of Eq. (3.7) with respect to the unit normal vector n
yields,
oo (x _ .
_—(okan( ):—|k(§L)C(§L)exp(—|kéL)x2)Z(()L)(xg)
(3.23)

+ikgt Dexp[ ki (x; ) |24 (x5) = T [0 (x) ]~ Q. x €Dy

Next, by substituting the modes’ projections [EqQ. (3.22)] in the derivative’s expression [EQ.
(3.23)] it is concluded that TL[go,(cL)(x)] TL[(p(L)(X)],k = 2,3,4; [see Eq. (3.20)], and Q, =
0,k =2,34.

For the wave field in the domain Dy it holds that,

CéR)exp(ik(R)x ) n=0.

2 (x)- 2 (x3)) = k=p,2,34, 3.24
< () ( 3)> Cr(,R)exp[k ]n>1 (3.24)
(R)
a"f” ikéR)CéR)exp(ikéR)xz)ZSR)(Xs)
n (3.25)
+Zk£R exp[k (b- xg)]ZSR)(xg)=TR[¢§,R)(X)], X € Dg,
and therefore,
Te[ o ()] =kEIZE (x:){0 (x)- 267 (x3))
- 5 (3.26)
+KIOZID (%) (0P (x)- 2§ (x3))
n=1
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3.2. BEM formulation for 2D floating structures

3.2.1.The Incidence, Diffraction and Radiation fields

The sub—problems concerning the propagating and radiation potentials ¢ (x5, x3), k = p, 2,3,4,
[Egs. (3.9)—(3.14)] are treated by means of boundary integral equation formulations, based on
the single layer potential; see, e.g., [133]. The following integral formulations are used for the
representation of ¢, (x), k = p, 2,3,4, in the bounded subdomain D.

jgk (x,x)d((x"), x=(X,%3)eD, x" €D, k=p,2,3,4, (3.27)

where G(x',x) = In|x’ — x| /27 is the Green’s function of the Laplace equation in 2D free—
space, o, (x'), k = p,2,3,4 is a source / sink strength distribution, defined on the boundary of
the bounded subdomain D (for each of the four subproblems) and d£(x") denotes the differential
distance along the boundary dD; see, e.g., [134]. Based on the properties of single—layer
distributions, the derivatives of the functions ¢, (x), k = p, 2,3,4, normal to the D boundary’s
geometry, are given by (see, e.g., [@]),

540;? _ Ig )dC( ), (x,x)edD,k=p,234 (3.28)

Using the above representations of the potential functions and their normal derivatives in the
system of Equations (3.9)—(3.14), results in a system of boundary integral equations with support
on the different sections of aD, for the determination of the corresponding unknown source
distributions o, (x), x € dD,k = p,2,3,4, for each of the potential functions ¢,(x), k =
p, 2,3,4. The final system for k = p, 2,3,4, reads as follows,

20, ) B g

@D on (3.29)
—,uj o (x)G(x",x)d((x")=0, xe(dD, WD, UDs), x" €D,
—GK§X)+IJK(X')%dK(X')=O, x € D¢, X €D, (3.30)

ob

) G (X, , ‘
2 Z(X)+JDak(x )R d(x)= N (x), x<(Dy2D,), ¥ <D, (3:31)

K A 0G (X, ,
g Z(X)+0J;ak(x )—(a’; %) do(x)
(3.32)
-To Iak(x')G(x',x)dﬁ(x') =Qx, xe0Ds, x" €D,

oD
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X oG(X’,

_ox( )+J'O.k(x’)Mdf(x’)

2 5 on
(3.33)
-Tk I o (X')G (x',x)df(x')} =0, xeoD,, x" edD.

oD

From the above systems’ solutions oy (x), k = p, 2,3,4 the corresponding potential functions
¢ (x), k =p,2,3,4and all other quantities associated to them, can be calculated in the bounded

subdomain D, using Eqgs. (3.27) and (3.28).

The solutions of the system consisting of Eqgs. (3.29)—(3.33) are obtained numerically, by
means of a low—order Boundary Element Method based on simple (Rankine) sources; see also
Ref. [135]. The geometry of the different sections of the domain’s boundary is approximated by
linear segments on which the source distribution is taken to be piecewise constant. Under this
assumption, the boundary integrals in Egs. (3.29)—(3.33) associated with each linear segment’s
contribution can be analytically calculated; see, e.g., [136]. As a result, the systems of boundary
integral equations reduce to an equal number of algebraic systems, whose unknowns are the
vectors [oy;]7L,, k = p,2,3,4, with M being the number of linear boundary elements used to

approximate the geometry of dD.

3.2.2.Equations of Motion

The total hydrodynamic loads (forces and moment) on the twin—hull structure consist of the
Froude—Krylov loads, which are solely due to the undisturbed incident field ¢,(x), the
diffraction loads (that are caused by the pressure field generated by the presence of the floating
fixed at its mean position), and the radiation loads due to the wave fields “radiated” by the body’s
oscillatory motions. Based on the calculated propagating potential (comprising the incident and
diffraction potentials), the summation of the Froude-Krylov and the diffraction-induced
hydrodynamic forces, as well as the corresponding moment F, k = 2,3,4 are calculated using
surface integration as follows,

Fe=iop [ @p(X)-Ni(x)d((x), k=2,3,4, xe(D;aDs), (3.34)

oD1wAD3
where p denotes the fluid (water) density and Ny, k = 2,3,4 represent the components of the
generalized normal vector on the wetted surface (also defined in §3.1). Moreover, the
hydrodynamic coefficients (added mass and hydrodynamic damping) are calculated by
integration of the pressure induced by the radiation potentials ¢, (x), k = 2,3,4, on the wetted
surface as (see also Egs. (A.89)—(A.91) in Appendix A),

C()ZAH +iCOBk| = ia)ka|, I,k =2,3,4, where (335)
Ma= [ @(X)Ne(x)d(x), k=234, xe (oD, waD;). (3.36)
oD1wAD3
In the above expressions, A ;s is the (symmetric) matrix of added inertial coefficients,
which — for each frequency — correspond to the proportion of the radiation loads in phase with
the structure’s acceleration (in the frequency domain). B33 is the corresponding matrix of
hydrodynamic damping coefficients, which consists of the portion of radiation loads in phase
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with the structure’s velocity, as more adequately analyzed in Appendix A. More details about
the definitions of the hydrodynamic forces and coefficients, as well as the system of equations
of motion, can be found in Ref. [128] or in ship hydrodynamics textbooks; see e.g.,[129,137].
The latter quantities allow for the formulation and solution of the equations of motion of the
floating body in the inhomogeneous domain. The general form of equations of motion, in the
frequency domain, for the 2D twin—hull structure considered is,

{~0?*[M+A(0)]-iwB(0)+C} &=F. (3.37)

Due to the symmetry of the body with respect to the vertical axis (x3), the component N5 of
the generalized normal vector is symmetric, while the components N, k= 2,4 are
antisymmetric. Assuming that the seabed profile variations do not significantly alter the radiation
potentials ¢, (x), k = 2,3,4 near the floating structure, the potential function ¢;(x) is also
symmetric and the functions ¢, (x),k = 2,4 are antisymmetric. This fact implies that I15, =
[, =0 and 1,3 = II,, = 0. Therefore, the dynamic equations of motion related to the
oscillations of the structure are simplified in the following form, in which the heaving motion
(&3) is decoupled from the sway and roll motions (&, &,) of the twin-hull,

[—a)Z(M + Azg)—ia)Bzgjgz —(COZA24 +ia)Bg4)é4 = Fz, (338)
[~0?(M + Ag)—i0By +2p0B) | & = Fs, (3.39)
(—Q)ZA42 —ia)B42)§2 +|:—C()2(|44 + A44)— ia)B44 + Mg GM ]54 = F4. (340)

In Egs. (3.38)—(3.40) By, is the breadth of each individual hull and GM denotes the metacentric

height. The total mass equals M = pV, referring to unit length in the transverse direction
(kg/m), where p denotes the fluid’s density and V is the displacement volume of the structure.
Moreover, due to symmetry of the floating structure, the center of buoyancy (B) is located on
the vertical line x, = 0 and its x5 coordinate is calculated as the center of area of the submerged
volume’s cross section. The center of gravity (G) is also located at x, = 0 due to symmetry of
the configuration and its x5 coordinate is considered to be located at the waterplane (x; = 0). A
total radius of gyration, per unit length in the transverse direction, of Rz = 0.5(B(ry — Byy) is

considered, about the longitudinal axis (x;), where B(ry is the total Breadth of the twin-hull

structure and therefore, I,, = M(R;)?. The metacentric Radius is evaluated as BM = I /V where
I is the second moment of area of the waterplane, calculated by applying Steiner’s theorem as,

B Bry— B )
|=2K i“2> ]+B(H)-(%j } (3.41)

also referring to unit length in the transverse direction (x;). Finally, the metacentric height is
calculated as GM = KB + BM — KG, where K is any reference point with coordinates (0, x3).
The above equations can also be modified to include other external forces, as e.g., mooring
forces or spring terms; see, e.g. Sec. 3.5 of Ref. [138]. The solution of the above system of
equations [(3.38)—(3.40)] provides the complex amplitudes of the corresponding motions of the
twin-hull: &, k = 2,3,4. Then, the total wave potential is obtained by Eq. (3.5) from which the
hydrodynamic pressure is obtained using Bernoulli’s theorem. Finally, the wave loads acting on
the floating structure are calculated by pressure integration on the wetted surface dD; U dD5.
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3.3. Model Verification

Results obtained by the numerical model described in the previous subsections, are here
compared to results from the literature for verification purposes. The results concern a twin—hull
floating structure whose individual hulls are cylindrical, with draft equal to the radius, which
results in wetted surfaces whose cross section shapes a semicircle. Numerical results regarding
the above configuration have been presented by Ohcusu M. [139] in 1969 and Rhee K.P. [140]
in 1982 concerning the amplitude ratio of the radiated fields’ wave height, away from the body,
divided by the amplitude of the forced oscillation which excites the field itself, in calm water.

Figure 3-2 illustrates the aforementioned ratio regarding the heave and sway motions of the
twin-hull structure. The wetted surface of each individual hull has a cross section which shapes
a semicircle of radius R in the x,x;—plane, while each of the two semicircles’ centers is at
distance P from the origin, following the notation established in Ref. [140]. Therefore, the two
centers are 2P units apart and the configuration is defined so that 2P /R = 3. The results concern
the radiation fields that propagate in deep water, which is achieved in the present numerical
model by setting the depth as constant and equal to half the wavelength for each simulated
frequency. This distance can be easily calculated considering the dispersion relation for deep
water propagation (1 = 2mg/w?). The domain is set to extend to three (3) wavelengths away
from the floating body in both directions and the far—field free surface elevation is evaluated by
the discrete BEM model at the last free surface boundary element away from the structure
(adjacent to the first boundary element of the radiation boundary). The amplitude ratios of Figure
3-2 are presented as functions of the non—dimensional frequency parameter w?R/g.

Indicative results are illustrated in Figure 3-3, concerning wave fields generated by unit—
amplitude forced oscillations of the twin—hull in sway and heave, with the non-dimensional
frequency parameter w?R/g set to 1. The configuration has been dimensionalized by setting
R = 2. The amplitude ratios are equal to 0.992 and 0.520, for sway and heave respectively, as
also shown by the diagrams of Figure 3-2.
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Figure 3-2. Amplitude ratios for heave and sway, for a twin-hull floating structure of semicircle hull
cross sections 2P /R = 3,h/R = . (Data adapted from [140]).
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Figure 3-3. Sway and heave radiation fields for 2P /R = 3, h/R = 1/2 and w?R/g = 1. Real (a, ¢) and
imaginary (b, d) parts of the normalized sway (a, b) and heave (c, d) fields and corresponding free-
surface elevation.

An identical twin—hull structure was studied by Dabssi et al. [141] in 2008 regarding its
hydrodynamic coefficients. Figure 3-4 illustrates the added mass and damping of the floating
structure in heave (&;). The added mass (As3) has been normalized by the structure’s mass,
while the damping coefficient for heave (B53) has been normalized by the mass times the angular
frequency w so that all presented quantities are non-dimensional. It is noted that the
displacement in this case does not need to be numerically calculated since it is equal to the sum
of volumes of two half-cylinders of radius R that are considered to extend to unit length in the
transverse direction and therefore is equal to wR?. The results of Figure 3-4 concern the heaving
motion of the twin-hull in a finite water depth h, where h/R = 2. The calculated data sets are
presented as functions of the non—-dimensional wavenumber kR.
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Figure 3-4. Added mass and damping coefficient of heave, for a twin—hull floating structure of semicircle
hull cross sections for 2P/R = 3, h/R = 2.
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3.4. Numerical Results

In this section numerical results are derived, concerning a twin—hull structure of non—
dimensional total breadth equal to B(r/h = 2/3, with the non-dimensional breadth and draft
of each individual hull set to By/h = T/h = 1/10, where h denotes the mean water depth of
the inhomogeneous domain, while also accounting for the effect of sloping seabed environments
on the hydrodynamic characteristics. The individual hulls, that make up the twin—hull layout,
are modelled via the cross section of a Wigley hull at x; = 0, which is given by the analytical
relation,

=g {1—[?] } (3.42)

The configuration is considered to be located at an inhomogeneous region; see Figure 3-6(a).
The center of gravity coincides with the center of flotation and the center of buoyancy (B),
which is calculated as the center of area of the submerged volume’s cross section, is located at
(x5, =0, x3 = —0.375 T); see Figure 3-5. Thus, the non—dimensional metacentric height of this
layout is GM /h = 1.179.

X3

‘ — :Wetted Surface ’

Bu/) G

—_ 1 .X 2

7 °B(0,-0.375-T)
.

B,
Figure 3-5. Outline of the modelled configuration and basic dimensions.

Numerical results are presented in Figure 3-6 and Figure 3-7 concerning the hydrodynamic
behaviour of this floating structure in constant depth and over two linear shoals characterized by
(constant) bottom slopes of 10% and 20%, respectively; see Figure 3-6(a). The shoaling
environments are achieved by a linear depth reduction of 2h/3 and 4h/3, respectively, over a
depth variation distance of 10B(), with the mean water depth of all three domains of
transmission being equal to h. Results concerning the homogeneous domain are plotted using
solid lines, while the results concerning the inhomogeneous transmission domains with bottom
slopes of 10% and 20% are plotted using dashed lines and dotted lines, respectively.

In particular, subplot (b) of Figure 3-6 illustrates the normalized hydrodynamic forces as
functions of the non-dimensional wavelength A/h for all three considered domains of
transmission, where A = 2m/k, is the wavelength corresponding to the mean water depth, as
obtained through application of the dispersion relation, w? = kqg tanh(kyh).

The normalization used for the hydrodynamic forces is,

Fo=Fe/pghA, k=23, (3.43)
where A is the incident wave amplitude.
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Figure 3-6. (a) Floating body and domains of transmission (By/h = 2/3, Byy/h =T/h=1/10) (b)
Hydrodynamic forces Fi, k = 2,3, (c, d) RAOs in sway and heave motion, respectively (e, f)
Hydrodynamic coefficients A,,, B,, and Ass, Bs3, respectively. All quantities are plotted vs. the non—
dimensional wavelength 1/h, where h denotes the average water depth.

Subplots (c) and (d) of Figure 3-6 depict the twin-hull’s RAOs, associated with its two linear
motions i.e., sway (&,) and heave (&3). The body’s linear responses are normalized as,

RAO, =& =[&|/A k=23, (3.44)

Finally, in subplots (e) and (f), corresponding results concerning the hydrodynamic
coefficients are presented. The matrix A ;3 of added inertial coefficients and the matrix B33,

of hydrodynamic damping coefficients are normalized as,

h2 h=2 h3 h? h? h3
A:é h2 h2 h- ’é:\/E.E h2 h2 =2, (3.45)
p h-3 h=? h 9 p h-* h=2 h*
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Figure 3-7. (a) RAO in roll motion, (b) Hydrodynamic moment F,, (c, d) Hydrodynamic coefficients
Ays, Byy and A,,, B,,, respectively. All quantities are plotted vs. the non—dimensional wavelength 1/h,
where h denotes the average water depth.

Figure 3-7(a) illustrates the twin—hull’s RAO, associated with the angular motion i.e., roll
(¢4). The angular response is normalized as

RAO, =&, =|&|/KA, (3.46)
with k being the wavenumber evaluated at the mean water depth h.

The corresponding normalized hydrodynamic moment,

F.=F./pgh?A, (3.47)
is shown in subplot (b). Figure 3-7(c) depicts the corresponding diagonal elements (A44, B44) Of
the added inertia and damping matrices. Finally, the non—diagonal elements A,,, B,, of the
(symmetric) added inertia and hydrodynamic damping matrices are shown in subplot (d). All
results are plotted as functions of the non—dimensional wavelength A/h.

Indicative results regarding the total induced wave fields are depicted in Figure 3-8 for non—
dimensional wavelength equal to A/h = 2.4. In particular Figure 3-8(a) illustrates the real part
of the total potential ¢(x); [see Eq. (3.5)], for the three considered cases of 0%, 10% and 20%
bottom slope; [see Figure 3-6(a)], in the general vicinity of the twin—hull structure. Figure 3-8
(b) depicts the imaginary parts of the corresponding potential functions. The configurations have
been made dimensional by setting h = 30m and an incident field of amplitude A = 1.5 m has
been considered.
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Figure 3-8. (a) Real and (b) Imaginary part of the total complex wave potential and corresponding free
surface elevation, for a twin—hull floating structure of breadth B;y = 20m and three considered cases of
bottom slope (0%, 10% and 20%) in environment of mean water depth h = 30m in the case of incident
waves of wavelength 1/h = 2.4 and amplitude A = 1.5m.

In the considered wavelength case, the interaction of the field with the local topography
becomes significant. Specifically, in Figure 3-8, it is evident that the equipotential lines normally
intersect the non—horizontal parts of the seabed profile, resulting from the application of the
homogeneous Neumann boundary condition [Eq. (3.11)]. Furthermore, the wavelength appears
elongated in the deeper part of the domain and shortened in the shallower regions, attributable
to the dissimilar phase velocities caused by dispersion, inherent in water wave dynamics.

3.4.1. Effects of dynamic motions on FPV performance

The energy efficiency of a floating photovoltaic (FPV) unit relies on various parameters, many
of which are triggered by the surrounding marine environment. Some of the factors that affect
energy efficiency of FPV are also found in corresponding land—based units, with equal or
different impact on the power output, while others are completely absent on land. The panel tilt
is explicitly involved in computing the power generation, as analyzed in §2.3, which implies that
efficiency is directly dependent on the angle of incidence (AOIl) of solar irradiation. The latter
is directly affected by the dynamic wave—induced angular motions.

In this section’s context, a preliminary assessment of a floating photovoltaic system’s energy
efficiency is made, taking into account data regarding the dynamic motions of the floating unit
carrying the panels, as derived by the hydrodynamic model presented and discussed in 83.1 and
83.2. All other effects, including the impacts of temperature and humidity are intentionally
disregarded at this stage. This deliberate simplification enables a clearer examination of the
influence of motions on the system's performance, providing a deeper understanding of the
influence of dynamics on power output. The linear motions, i.e., sway (k = 2) and heave (k =
3), are considered to have no effect on the tilt angle of the panels and therefore the angle of
incidence. Hence the effect of the unit’s mobility is limited to the angular oscillation i.e., roll
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(k = 4). The power output of photovoltaic cells is strongly affected by the angle of incidence
(AOI) of solar irradiation and the Plane of Array Irradiance (Gpo,4), Which is approximated, in
the framework of the discussed 2D methodology, by the following equation [142],

where DNI is the direct normal irradiance and D, R denote diffuse and reflected irradiance
components on a tilted surface, respectively. In the simplified 2D framework, the term
DNI cos(AOI) quantifies the beam irradiance component (B), defined in 82.3, without
accounting for 3D phenomena such as solar declination, azimuth, or Hour Angle. This
simplification is made to isolate the effects of hydrodynamics in an otherwise fully controlled
environment, at a preliminary analysis level, as analyzed in more detail in the sequel. In order to
provide indicative results, as regards the effect of wave—induced motions of the floating structure
on the power output, an offshore installation is considered in the geographical sea area of the
southern Aegean Sea. For the latter area, the optimized values for tilt and azimuth angles of
photovoltaic installations respectively are 8 = ¢ = 35° and ¥ = 0° (refer to §2.2). In the
simplified 2D approach discussed, the sun's rays are assumed to be coplanar with the cross—
sectional plane of the modelled panels. Consequently, the azimuth angle is not explicitly
incorporated in the computations. Instead, this approach models a scenario resembling an
experimental setup, where the sun's rays are directed at a specific angle relative to the panel’s
plane, bypassing the need for explicit consideration of panel orientation. The aim of this
simplification is to isolate and quantify the effects induced solely by the dynamics, with all other
parameters held constant.

Response data, simulated by assuming specific sea conditions characterized by a frequency
spectrum, are considered to describe the incident waves interacting with a floating twin—hull
structure of total breadth By = 20 m, identical to the structure presented in the previous
sections, at water depth h = 30 m. The sea state is described by a Brettschneider spectrum model
(see §2.3 of Ref. [143]) as follows,

-4
5 4 5
S(w;Hs,Tp)—Ewa—‘;exp{——(ﬁj ] (3.49)

@ 4\ w,

where Hg is the significant wave height, w, = 2r/T,, is the peak frequency and T, is the
corresponding peak period.

The roll responses calculated by the 2D numerical model, as discussed in 83.1 and §3.2, are
used to evaluate the fluctuations of the AOI and the effect on the power output performance of
a PV system consisting of panels, with the aforementioned value of tilt (relative to the horizontal
deck of the structure). Specifically, the roll spectrum is evaluated using the RAO in roll motion
[see Figure 3-7(a)] of the twin-hull structure using, the following relation,

S4(®)=RA0?(w)k?S(w), (3.50)
where the wavenumber k is given by the dispersion relation of water waves for the water depth
considered. Based on the calculated roll spectrum, time series of roll motion &, (t; Hs, T,,) of the
above floating twin—hull structure are simulated, for the considered configuration (structure and
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coastal environment) and incident waves, characterized by the parameters (Hs, T,,) using the
random—phase model [143,144].

In the discussed simplified model, fluctuations in the tilt angle are directly transferred to the
Angle of Incidence, since the model assumes the sun rays to be coplanar with the panels’ section.
Therefore, any fluctuations in the tilt angle are mirrored in the AOI, as the two quantities are
intrinsically linked in the 2D framework, making them effectively equivalent. The results are
normalized using the value corresponding to calm water (flat horizontal deck of the structure) in
the same environment, which defines the following performance index,

PI(t)

where a = DNI, b = D + R and a,, is a representative value for the angle of incidence, with
a,, = 0° representing the ideal case where the sun rays are normal to the panel surface.

a cos(am+&4(t))+b
- a cos(an)+b

, (3.51)

Numerical results concerning (a) the calculated roll response of the floating twin—hull
structure of breadth By = 20 m at depth h = 30 m and (b) incident wave spectrum (dashed

line) and roll angle spectrum (solid line) of the structure in the case of incident waves of
significant wave height H; = 0.5 m and peak period Tp = 4 s, corresponding to the Beaufort
scale levels BF = 1 — 2, are presented in Figure 3-9. Based on the calculated roll spectrum,
simulated time series of roll motion of the above floating twin—hull structure in the considered
marine—coastal environment and incident spectrum, are presented in Figure 3-10. The time series
refer to an interval of one hour and a small representative interval of three minutes, respectively,
and have been generated using the random—phase model; see e.g. [143,144].
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Figure 3-9. (a) Roll response of floating twin-hull structure of breadth B;) = 20 m at depth h = 30 m

and (b) Incident wave spectrum (dashed line) and roll angle spectrum (solid line) of the structure in the
case of incident waves of significant wave height H; = 0.5 m and peak period Tp = 4 s.
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Figure 3-10. Simulated time series of the floating twin-hull structure’s roll motion. Total Breadth B(7y =
20 m at depth h = 30 m. Incident waves of significant wave height equal to Hs = 0.5 m and peak
period Tp = 4 s. (a) 1-hour—long time series and (b) indicative roll motion in a 3—-minute—long time
interval.

For the case considered (Hg = 0.5 m, T, = 4 s), indicative results concerning the effect of
waves and roll responses of the structure on the performance index [Eq. (3.51)] are presented in
Figure 3-11, using a representative value of the mean angle of incidence equal to a,, = 5° and
omitting, as a first approximation, the effect of diffuse and reflected irradiance components (b ~
0). For the considered incident spectrum, which is characterized by a very low energy content,
the RMS value of the estimated performance index drops to Plgys = 0.9947. An indicative
one-hour—long time series of PI(t) is depicted in Figure 3-11, where the mean value is denoted
by using a cyan line. The PI is normalized relative to a land—based PV unit, providing insight
into the performance fluctuations of the FPV system in the considered maritime environment.

Aggregated results are presented in Table 3-1, reporting the evaluated mean value of the
performance index for different sea states corresponding to the Beaufort scale from BF =1
(relatively calm sea) to BF = 5 — 6 conditions. It can be observed that the system’s dynamics
can cause a significant drop in the performance index since the fluctuations in AOI are
particularly pronounced as sea conditions transition from calm to moderate and subsequently to
more severe states. This variability underscores the importance of considering dynamic sea
conditions when evaluating the performance of offshore PV units. A more complete picture of
the sea states’ effect on the FPV module’s power output, as estimated using the present method,
is shown in Figure 3-12, indicating the presented model’s supportive role in the systematic
analysis and design of FPV systems, which include the offshore structure, as well as the electric
production and storage subsystems. The value corresponding to each point of the grid illustrated
in Figure 3-12 represents an average of results obtained from multiple simulations, reflecting the
stochastic nature of the studied phenomenon.
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Figure 3-11. Time series of performance index (PI) of the floating photovoltaic unit over a one—hour
period and mean value (cyan line). (B¢ry = 20m, h =30m, Hs = 0.5m, Tp = 45).

These simulations account for the inherent variability and randomness in sea state conditions,
ensuring that the data provides reliable estimates of the FPV module’s power output under
various scenarios.

The dynamic wave motion of floating PV systems in the open sea is a stochastic
phenomenon that can cause slight, temporary adjustments in panel orientation, which may
occasionally align the panels more optimally with the sun. However, the overall effect of these
fluctuations is expected to be negative, as schematically illustrated in Figure 3-12, particularly
in optimized configurations where tilt and azimuth are already set for maximum performance.
However, as shown in Figure 3-12, the performance drop for sea states typically encountered in
nearshore areas of the Mediterranean Sea (see e.g., [145]) is of the order of a few percent, with
more significant drops observed under more severe conditions, such as those typically found in
the ocean or in more exposed offshore regions. Nonetheless, this negative impact could be
balanced or even reversed by the cooling effect (refer to Appendix D) and other environmental
factors associated with the marine environment. The latter factors could mitigate temperature—
induced power losses, offering a compensatory benefit that helps offset the power reduction
caused by fluctuations in instantaneous orientation. In fact, several experimental studies have
indicated that FPVs outperform corresponding land—based units by factors of the order of 5%
[146], with specific reports indicating performance increases of 20% or more; see e.g. [147,148].
Experimental studies often overlook the impact of dynamics, since most floating photovoltaic
(FPV) installations are currently located in confined water environments. The models developed
in the present work’s context primarily concentrate on the effects of dynamics, while other
aspects introduced by the marine environment are only partially addressed. Consequently,
combined effects and interactions between various marine environmental factors remains a topic
for further investigation.

Table 3-1. Performance indices for different sea conditions.

BF Sea Condition Hg(m) Tp(s) Plgys
1-2 1-2 0.5 4 0.9947

3 3 1 6 0.9771
4-5 4 8 0.9203
5-6 4-5 3 9 0.8475
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Figure 3-12. Contour map of Normalized Performance Index as a function of the prevailing sea state
(Significant wave height Hg and Peak Period Tp).
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4

SIMPLIFIED 3D MODEL OF PONTOON-TYPE FPV
AND CASE STUDIES

The two—dimensional hydrodynamic model discussed in 83 is here extended using strip theory,
to estimate the dynamic responses of 3D pontoon-type floating structures and their effects on
the power performance of mounted PV systems in nearshore / coastal regions. The latter
structure is examined as a simple alternative for the exploitation of solar energy with applications
to nearshore and coastal regions of the Greek seas; (see Figure 4-1). On the basis of linear wave
theory, the wave—structure interaction problem is first solved for harmonic incident waves and
subsequently the hydrodynamic response operators, calculated in the frequency domain, are used
to derive the response frequency spectra; see, e.g., [144]. Using linear system theory, the
response spectrum is exploited, in conjunction with the random phase model, to generate short—
term time series of the responses of wave motions and their effects on the dynamic variation in
the panel tilt angle, from which the solar power performance of the pontoon FPV is derived.
Using as an example a 100 kWp floating module, located in the nearshore area of the Pagasitikos
Gulf and Evia Island in central Greece, the time series of environmental parameters concerning
wave, wind and solar data are used, in conjunction with the hydrodynamic responses, to
investigate the effects of hydrodynamics on the floating PV power performance.

In particular, a 45-m-long and 15-m-wide pontoon—type FPV module is considered. The
module’s deployment is studied in two distinct regions of the Greek coastal area, namely the
southeastern coastal area of Evia Island and the western part of the Pagasitikos Gulf, in central
Greece. Wave data are generated in the coastal regions by using the nearest offshore points from
the ERA5 database [149] in conjunction with an offshore-to—nearshore transformation
technique using the SWAN wave model [150,151].

S R ey A

Figure 4-1. Pontoon-type floating structure supporting arrays of photovoltaic panels.
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Calculated long—term responses of the FPV structure under wave loads are used to evaluate
the effect on the performance of the solar station. These evaluations indicate considerable
fluctuations in the performance index in relation to varying sea states. The results are statistically
processed for a typical meteorological year (TMY) and used in combination with the
corresponding solar data provided by the photovoltaic geographical information system PVG
tools (https://re.jrc.ec.europa.eu/pvg_tools/en/), in order to derive predictions of the power
performance of the floating module. Additionally, the power output is compared against the
corresponding land—based solar module configurations, operating in the same nearby coastal
region and the results indicate significant variations in the energy production due to the sea
environment and dynamic angle of solar incidence generated from the floating module’s
responses depending on the sea state, that need to be considered during the design process. The
findings suggest that this particular concept presents a promising and techno—economically
viable alternative for marine renewable energy exploitation, thereby contributing to the
objectives of the European Green Deal policies [2].

In the analysis discussed in this chapter, the techniques of absorbing layers and mirroring
are introduced, in the framework of a rather simplified pseudo—3D hydrodynamic model, based
on strip theory. Absorbing layers are critical for accurately managing conditions at infinity and
simulating physical interactions in computational models. Furthermore, they eliminate the need
for additional boundary parts serving as radiation boundaries (see e.g. [152,153]), thereby
reducing the overall complexity of the model and minimizing computational resource
requirements. Mirroring techniques also serve as valuable tools for reducing the computational
costs of BEM models, by eliminating the need to model specific components of the studied
domain’s boundary surface, under certain conditions. The application of the above techniques,
however, is not limited to this introductory framework, since they are widely employed in the
subsequent, more complex models which are discussed throughout the remainder of the present
work.

4.1. Extension of 2D Hydrodynamic Model via strip theory

The hydrodynamic analysis of the floating module is performed using a BEM hydrodynamic
model (see also [153]), based on a boundary integral formulation, involving simple singularities
for the representation of the near field, in the vicinity of the floating body, in conjunction with
suitable models for the treatment of radiation conditions of the considered diffraction / radiation
problems. The Cartesian coordinate system x = (x, x,, x3) is used, where x,, x, and x5 are the
longitudinal, transverse and vertical axes, respectively, in the local coordinate system of the hull.

The origin is taken to coincide with the structure’s center of flotation, with the x;—axis
pointing upwards. Following linear water wave theory, the velocity field is given by the gradient
of a potential function ®(x; t), which in turn can be represented by a time—independent complex
potential ¢ (x), exploiting the assumption of harmonic time dependence,

D(x;t) =Re{p(x; 1 )-exp(—iat)}. (4.1)
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Figure 4-2. Elongated floating pontoon structure supporting photovoltaic panels and parameters of the
hydrodynamic model.

In Eq. (4.1), i is the imaginary unitand u = w?/g is the frequency parameter, with w being the
angular frequency and g the acceleration due to gravity. The free surface elevation can be
obtained in terms of the potential on the mean free surface level (x; = 0), as follows,

17( X1, X23t) = —EM = Re{'ﬁgo(xl, xz,O;y)-exp(—ia)t)}. (4.2)

g ot g

A simple pontoon—type floating structure of length L is considered. The hull is characterized
by a rectangular cross section of breadth B and draft T, as schematically illustrated in Figure
4-2. The water depth of the domain is denoted by h. The origin is located in the middle of the
floating unit on the waterplane level. The hydrodynamic modelling only accounts for the roll
response (&,) of the structure, which dynamically alters the tilt angle of the solar panels on deck,
while the linear oscillatory motions are considered not to impact the solar irradiance received.
Using standard floating body hydrodynamic theory [128,129], the complex potential can be
decomposed as follows (refer to Appendix A),

(D(X)=—iwzn:§n§0n (X), n=0,d,4 (4.3)

where —iw@,(x) denotes the normalized incident field of unit amplitude A, —iw¢p,(x) is the
diffracted field, ¢,(x) is the radiation field induced by a (unit amplitude) angular rolling
oscillation of the structure about the longitudinal axis (x,), &, is the complex amplitude of the
structure’s response in roll motion and &, = {; = A. The incident wave field is considered to be
known and equal to,

g cosh(k(x;+h))

@o(X) = pes cosh (KkN) exp(ik(cos(ﬂ)xl +sin(ﬂ)x2)), (4.4)

where £ denotes the propagation direction of the incident field, as shown in Figure 4-2, and k is
the wavenumber, calculated as the real root of the dispersion relation,

w? = kg tanh(kh). (4.5)
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4.1.1. Mathematical formulation

Considering the elongated hull, in conjunction with the fact that the sections of the structure
remain the same (orthogonal sections) and restricting the analysis to excitation mainly by waves
incident from the transverse direction, a strip—theory approximation is used for the
hydrodynamic analysis; see, e.g., [129,154]. In this context, the 2D problem is considered, which
involves incident waves to the orthogonal cross section in the corresponding flow domain D of
constant water depth h, which is enclosed by the free surface dDgg, the wetted surface of the
structure d Dy, and the impermeable seabed dDgs (see Figure 4-2).

Assuming a homogeneous horizontal bathymetry profile at the vicinity of the floating
module, a mirroring technique is applied to account for the interaction of the wave field with the
seabed. Consequently, the potential functions that describe the diffracted and radiated fields are
represented by the following integral formulation,

P (X) = Iak (x)G(x",x)d((x"),xeD,x €D, k=d,4, (4.6)

oD

n (= x|-[x'~ %)
2

is Green’s function for the Laplace equation in 2D. In Eq. (4.7), X = (x,, —2h—x3) is the mirror

point with respect to the bottom plane (x; = —h) and o, (x’), x’ € dD, k = d, 4 denotes source—

sink strength distributions defined on dD, corresponding to the diffraction (k = d) and the roll

radiation field (k = 4), respectively. Based on the properties of single—layer distributions, the

corresponding derivatives of the functions ¢, (x),k = d,4, normal to the boundary aD, are
given by [134],

4.7)

G(X',x) =

n-Vvoe (X) =— O-kz(x) + I Ok (X')G (x', x)df(x'), (x, x') edD, k=d,4, (4.8)
b
where n = (n,,n3) is the unit vector normal to dD, directed towards the exterior of the domain.
Based on the above integral representation, the diffracted and radiated fields are evaluated by
appropriately formulated boundary value problems (BVPSs), involving the linearized free—
surface-BC (FSBC) on d Dy, as well as excitation terms on the wetted surface. Specifically, the
diffracted and radiated fields are obtained as solutions to the following BVPs for k = d, 4,

Vp(x)=0,xeD,k=d,4, (4.9)

N-Vou (X)— 1 (Xz; @)@ (X)=0, X € 0Dgs, k =d, 4, (4.10)

N-Vo, (X)=Ny(x), xeoDys,k=d,4, (4.11)
where

Ng(X)=-n-V@o(x) and N4(X)=Xon5—Xsn>. (4.12)

In order to eliminate the infinite extent of the domain in the x,—direction, a perfectly
matched layer (PML) technique is adopted, consisting of an absorbing layer which is used to
attenuate the outgoing wave solutions in an optimal way, preventing reflections from the outer
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boundary; see, e.g., [80]. The thickness of the layer is of the order of one local wavelength 4 =
2 /k and implementation is achieved by making the frequency parameter complex inside the
layer, as follows,

w*g, |X2|<RPML
2
X;) = ~Rew )" 4.1
u(x2) w291[1+ic(|X2| MPML) ] Pl R, (4.13)

In Eq. (4.13), Rpp, denotes the absorbing layer activation “radius” which, in the simplified
formulation discussed, reduces to a simple distance along the x,—axis (from the origin to the
PML activation point). The parameters ¢ and g, as well as the effective length are defined
depending on the angular wave frequency w. Details concerning optimal values for the above
parameters can be found in Table 1 of Ref. [155], which presents cumulative results of an
analysis comparing numerical solutions obtained by using variously tuned layers against an
analytical solution, aiming towards the minimization of the Chebyshev norm of the resulting
difference.

Numerical solutions to the above BVPs are obtained by means of a low—order BEM, based
on piecewise constant singularity distributions on linear panels, ensuring continuity of the
boundary geometry approximation; (see also [135]). In the numerical scheme, the BCs are
chosen to be satisfied at the collocation points coinciding with the panel midpoints and therefore,
the BVPs expressed by Egs. (4.9)—(4.13) reduce to two linear algebraic systems (Ac), = by, k =
d, 4) each comprising M equations and M unknown quantities, where M denotes the number of
panels used to discretize the boundary dD. The components A;; of the influence matrix A are
calculated in terms of the induced potential and velocity from constant unitary source—sink
distribution on the panel m to the i®"*—collocation point and constitute a discretized form of the
left-hand side of Egs. (4.10)—(4.11). Moreover, the right-hand sides of the linear systems (b;)

contain the values of Ny, k = d, 4 given by Eq. (4.12) evaluated at the i‘" collocation point. The
piecewise constant values of the source/sink strength distribution defined on the boundary aD
are then used to evaluate the potential and the velocities inside the domain, as follows,

M M

P(X) =20 80Pn(X), Vou(x)=2 ofUn(x) k=d,4 (4.14)

m=1
where ®,, (x) and U,, (x), respectively, denote the induced potential and velocity from the mt"
panel carrying unitary singularity strength to the field point identified by the position vector x;
which can be calculated analytically (see, e.g., [156]). This fact ensures both speed and precision,
while eliminating the potential for integration errors, making the method highly efficient and
well-suited for optimization problems.

Based on the incident, diffracted and radiated wave fields, the roll response of the floating
module (&,) is evaluated by means of the following equation of motion,

Fos + Faa
—602(|44 + A44)—iCUB44 +Cu ,

$a= (4.15)
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where Fy,, k = 0,d respectively denote the Froude—Krylov (k = 0) and diffraction (k =
d) roll moments. The latter moments are calculated via integration (on the wetted surface) of
the pressure induced by the incident and diffracted subfields: p,(x) = —iwp@(X),k = 0,d,
(with p being the water density), multiplied by the component of the generalized normal vector,
corresponding to rotation about the longitudinal axis (N, = x,n3 — x3n,),

L/2

Fu=0%p [ [ oc(X)N(X)de(x)d =L [ o (x)Na(x)d((x),k=0,d.  (4.16)

—L/2 oDws ODws

The moment of inertia equals I,, = MR,,, where M = pV is the mass of the structure, V =
LBT is the submerged volume and R,, is the radius of gyration about the longitudinal axis,
considering uniform weight distribution along the x,—direction. The parameter C,,, modelling
the hydrostatic restoring moment, equals C,, = gM - GM, where GM denotes the metacentric
height, evaluated as GM = KB + BM — KG, where K is a reference point at the keel of the
structure (x; = —T), G is the center of gravity positioned at the waterplane level, and B denotes
the center of buoyancy, located at x; = —T /2. Furthermore, the metacentric radius BM is
evaluated as BM = I/pV, where [ is the second moment of area of the waterplane with respect
to the longitudinal axis (x,), which in the case of the floating pontoon is given by I = LB3/12.
Finally, the added moment of inertia and hydrodynamic damping coefficients of the floating
pontoon are obtained from the corresponding expression of the radiation moment as follows (see
also Eq. (A.89) of Appendix A),

CUZA44 + iCOB44 :H44, where (417)
L/2

H44 =a)2p I J' (p4(X)‘ N4(X)df(X) Xm. (418)
—L/2| Dws

4.2. Numerical Results and Verification

Results obtained via the numerical scheme, described in the previous subsection, are here
compared against experimental measurements from the literature for verification purposes. The
results concern a pontoon-type structure floating at depth h, with dimension ratios L/h = 3,
B/h =1, T/h = 0.2 and the radius of gyration about the longitudinal axis is setto R,, = 0.4B.
Numerical and experimental results regarding the above configuration have been presented by
Pinkster and van Oortmerssen [157]. In the latter work, model tests were conducted in the
shallow water laboratory of the Netherlands Ship Model Basin, which measures 210 m in length
and 15.75 m in breadth, and the water depth is equal to 1 m. The tests were carried out using a
model at a scale of 1: 50. Regular waves were generated at one end of the basin using a flap—
type wave maker (see e.g., [158]), while a perforated sloping beach at the other end of the basin
served as a wave damper to minimize reflections. Concerning the present discrete BEM model,
a minimum of 20 boundary elements per wavelength was applied to the free—surface boundary,
while the number of equally distributed panels on the wetted surface of the pontoon cross section
is set to 300, which was found to be sufficient for numerical convergence in the studied
frequency range.
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Figure 4-3. (a, ¢) Normalized non-dimensional roll moments and (b, d) roll motion responses, as
functions of the non—dimensional frequency, as calculated via the present method and as measured using
model tests [157] for incident wave fields propagating at (a, b) § = 90° and (c, d) § = 135°. Froude—-
Krylov, diffraction and total roll moments, as calculated by the present BEM scheme, are plotted using
thin, dashed and thick lines, respectively.

Figure 4-3(a) depicts the normalized Froude—Krylov, diffraction and total roll moments
acting on the structure, as calculated by the present BEM scheme, using thin, dashed and thick
lines, respectively. The total moments are compared against experimental measurements [157]
for beam seas (8 = 90°). Furthermore, Figure 4-3(b) shows the resulting response in roll motion
for beam seas (f = 90°), as calculated via the present numerical scheme using Eq. (4.15), and
as measured in the model tests. Corresponding results for quartering waves (8 = 135°) are
presented in Figure 4-3(c—d). It is observed that the present simplified model provides numerical
predictions in good agreement with the experimental data, especially for beam seas. As concerns
the quartering seas case the results exhibit certain discrepancies, which can be attributed to the
limitations of strip theory.

Using the calculated responses of the aforementioned floating structure in conjunction with
year—long time-series data of wave parameters from the nearshore regions proposed for
deployment, the impact of wave conditions on the power performance of the floating
photovoltaic system is evaluated. The power output is compared against corresponding results
from a nearby land-based solar park, featuring identical components and dimensions. The
analysis incorporates the dynamic variations in the angle of incidence of solar irradiance on the
floating configuration, accounting for the perturbations in the tilt angle of the panels resulting
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from the structure’s responses to wave loads. Two nearshore coastal sites within the Greek sea
region are selected as case studies for the deployment and operation of the pontoon—type
structure, as further detailed in the following sections.

4.3. Offshore—to—Nearshore Transformation of Wave Conditions

The nearshore / coastal regions of western Pagasitikos Gulf in central Greece and southeastern
coastal area of Evia Island, shown in Figure 4-4, are considered to demonstrate the applicability
of the present method, as regards the evaluation of the floating solar module’s power
performance. In the above regions, a simple pontoon-type platform of dimensions L = 45 m in
length and B = 15 m in breadth is considered to be deployed, in salt water of depth h = 15 m.
The water density is p = 1025 kg/m?3 and the draft of the structure is T = 3 m. Therefore, the
total mass of the structure is M = 2.076 x 10° kg and the moment of inertia with respect to the
longitudinal axis (x;) equals I,, = 7.47 x 107 kgm?. Moreover, the center of gravity is
assumed to be located at a vertical distance of 3 m above the keel.

An Offshore—to—Nearshore (OtN) transformation technique is employed to generate wave
data at the coastal locations of the floating structures, utilizing corresponding offshore wave and
wind data along with geographical information, as described in more detail in the sequel. Various
sources of offshore wave and wind data are available for the sea areas of interest. The most
comprehensive datasets are typically derived from operational wave models maintained by
meteorological and oceanographic agencies, as well as from dedicated long-term hindcast
studies. In addition, satellite—based data, offering broad spatial coverage, is readily accessible
for offshore regions worldwide (see e.g., [159]). To estimate nearshore wave conditions,
offshore data is often transformed through nearshore wave models. This process involves
integrating offshore wind and wave data with bathymetric and coastline information, specific to
the areas under study (see e.g., [160]). Concerning the Pagasitikos Gulf region, the geographical
area considered is [39°14'1"N, 39°21'58"N] - [22°48'9" E, 23°11'23" E], as shown in Figure
4-5(a).

Figure 4-4. Nearshore areas considered for the deployment of FPV modules. (a) Pagasitikos Gulf area,
and (b) southeastern coastal region of Evia Island.
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Figure 4-5. (a) Nearshore area considered for FPV deployment in western Pagasitikos Gulf region. (b)
Calculated waveheight distribution using SWAN model for the offshore data, Hs = 0.42m, T, =
4.44 s, mean wave direction: 141°, wind speed: 6.33 m/s, wind direction: 180°. The position of the
considered FPV structure is shown by using a yellow rectangle.
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Figure 4-6. (a, b) Nearshore area considered for the FPV deployment in southeastern region of Evia
Island. The position of the considered FPV structure is indicated by a yellow rectangle.

In the southeastern coastal area of Evia Island, the geographical area considered is defined by
the coordinates [24°10’ E, 24°40" E]- [38°05' N, 38°30’ N], shown in Figure 4-6. In both cases,
the floating pontoon is considered to be deployed with the longitudinal axis directed eastward.
In the context of the present analysis, the wave climate in the considered nearshore regions was
derived from the ERA database, using an Offshore-to—Nearshore (OtN) transformation of wave
conditions obtained based on SWAN wave model [150,151]. The bathymetric data in the areas
of interest were used along with coastline data in order to set up the SWAN model for calculating
the offshore—to—nearshore wave transformations for the nearshore target points coinciding with
the deployment locations at water depth h = 15 m. The bathymetric data used for obtaining the
OtN transformation in the extended regions were created via the combination of the EMODnet
Digital Bathymetry (DTM 2016) which is based on more than 7700 bathymetric data sets from
various countries near European Seas and is provided on a grid resolution of 1/8 by 1/8 arc
minute of longitude and latitude [161]. The database used for the coastline is the Global, Self-
Consistent, Hierarchical, High—Resolution Shoreline Database (GMT-GSHHS) provided under
the GNU Lesser General Public License; see the work by Wessel and Smith, 1996 [162]. The
utilized OtN methodology is described in detail in Ref. [163].
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Figure 4-8. Annual distribution of wave parameters at the nearshore target point
(38°08'35"'N, 24°32'52"'E) in the southeastern region of Evia Island. (a) Bivariate probability density
function of (Hs, T,) and corresponding polar histogram of wave direction. (b) Marginal probability
density function of Hg and (c) marginal probability density function of T,.

The derived wave climatology in the two considered nearshore regions is presented in Figure
4-7 and Figure 4-8, respectively. Moreover, the basic statistical measures concerning wave
characteristics (i.e., significant wave height Hg, mean energy period T, and mean wave direction
6,,) at the two considered locations, including standard deviation and minimum (min) —
maximum (max) values, are comparatively presented in Table 4-1.

Table 4-1. Nearshore wave parameters in the considered regions.

HS Te R 0,mean 0,5t
min/max  min/max (Hs,Te) (deg) (deg)
Pagasitikos Gulf | 0.25m 3.57s 0.20m 1.12s 0.03/1.50m 1.63/7.16s 0.796 54.04  41.07

SE Evia Island 0.79m 341s 073m 1.45s 0.01/6.98m 1.31/9.40s 0.877 24.37  38.73

Nearshore Point HS,mean Te,mean HS,std Te,std
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4.4. Responses of the FPV Structure

The nearshore time series of wave parameters are used to define the corresponding incident wave
spectra using the JONSWAP model, as presented in Figure 4-9(a) for a representative case. The
spectral density, based on the latter model, is defined as [164],

S(f IHs,Te)((Z;Lj“eXP{—l-%(fip] }/m)}, (4.19)

where f = w/2m is the linear frequency and w is the angular frequency; f,, = 1/T,, is the peak
frequency, estimated as f, = 0.906/T, (see e.g., [165]) and g = 9.81 ms~2 is the acceleration
due to gravity. Furthermore, a is a normalization parameter suitably defined such that Hg =
(mg) /2, where my, is the zeroth—order spectral moment [166]. Finally, the parameter y and the
function §(f) are defined as follows,

0.07, for f<f,

0.09, for f>f,’ (4.20)

{ (f-f, )2] . {
y=3.3, and 6 =exp| -——— | with o, =

20417

In order to combine the wave and solar data in the considered regions and evaluate the power
output performance, time series for a typical meteorological year (TMY) are generated by taking
mean values for each 6-hour long interval in the long—term time series of wave parameters and
each date of the TMY. The derived wave data are used to reconstruct nearshore frequency spectra
and are combined with the roll response amplitude operators (RAOSs) of the considered pontoon—
type structure, as presented in Figure 4-9(b) for two wave incidence angles (8 = 90° for beam
seas, and f = 135° for beam—quartering seas) to obtain the spectra characterizing the rolling
motion of the structure. In the example presented in Figure 4-9, the FPV is located in the coastal
area of Evia Island (see Figure 4-6) and the incident wave spectra correspond to the mean
climatological values of Hg(= 0.79 m) and T,(= 3.41 s). In particular, the incident spectrum
(using the JONSWAP model) shown in Figure 4-9(a) is combined with the roll response (RAQO)
of the FPV, shown in Figure 4-9(b), and spectra of roll response are derived, as shown in Figure
4-9(c) for two angles of incidence. For simplicity, unidirectional incident wave spectra are
considered, and the response spectra are calculated using the computed roll RAOs as follows,

Si(w)= fRAOZ(a),ﬁ)kZS(w)de, ﬁ:(9+%j—t//. (4.21)

In Eq. (4.21), S(w) = S(f)/2m, 6 is the mean wave direction — measured clockwise from the
North — and the wavenumber k is evaluated using the dispersion relation [Eq. (4.5)], for each
frequency of water waves at water depth h = 15 m. Moreover, ¥ denotes the angle of the
longitudinal axis of the structure with respect to the east, measured clockwise from East to South.
The latter angle coincides with the azimuth of the mounted PV system, since the panels are
considered to be placed parallel to the longitudinal axis of the structure (see Figure 4-1). In the
considered example the azimuth is set to ¢y = 0°, aligning with the optimal angle for solar panel
placement in the northern hemisphere [99], and thus 8 = 6 + /2. The latter relation reflects
the fact that northerly (and southerly) directions of wave propagation translate to beam seas for
the hydrodynamic model.
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Figure 4-9. (a) Wave frequency spectrum corresponding to the mean climatological values, (Hg =
0.79 m, T, = 3.41 s) at the southeastern coastal area of Evia Island (b) Roll response operators (RAQSs)
and (c) response frequency spectra of the floating pontoon-type FPV structure of length L = 45 m,
breadth B = 15 m and draft T = 3 m, located at depth h = 15 m for beam (8 = 90°) and quartering
(B = 135°) seas.

Exploiting the fact that the cross sections of the structure are unchanged in the fore—aft direction,
in conjunction with the transverse symmetry, the roll response for various incident wave
directions, is approximated by the following relation,

RAO(@, 8) ~ RAO,p ()|cos(6)|, (4.22)

where RAO,,(w) denotes the sectional response of the pontoon structure, obtained from Eq.
(4.15) for various frequencies of incident waves. Based on the calculated roll response spectrum
S4(w), simulated time series of roll motion &, (¢t; Hs, T, 6,,) of the structure are constructed, for
the considered configuration (structure and coastal environment) and for each data point in the
time series of incident waves characterized by the parameters Hg, T, and 6,,,. The time series are
obtained using the random phase model, see, e.g., [143,144]. Specifically, the response time
series of the structure under spectral excitation is evaluated by the following representation,

54(t)=iAn cos(—wnt+&,), where A, =,/2S,(wn)Aw, , (4.23)

n=1

and &, € [0,2m) are random phases.
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Figure 4-10. Simulated time series of the pontoon-type FPV structure’s roll motion. Length L = 45 m,
breadth B = 15 m, draft T = 3 m, depth h = 15 m. Incident waves of significant wave height equal to
Hg = 0.79 m and energy period T, = 3.41 s. (a) Simulated 1-h—long time series data and (b) indicative
roll motion in a 2-minute—long time interval.

An indicative simulated time series of the considered pontoon FPV structure, in the case of
quartering incident waves with significant wave height equal to Hg = 0.79 m, energy period
T, = 3.41 s and mean direction 6,, = 24.37° (corresponding to the climatological mean values
at the FPV coastal location of the southeastern Evia Island region), is illustrated in Figure 4-10.
In the sequel, the short-time roll responses &, (t; Hs, T, 6,,) for each prevailing sea state are used
to calculate the angle of incidence (AOI) at the FPV and the resulting effect on the power output
of the PV system, in conjunction with other data concerning the tilt (with respect to the deck of
the structure) and their orientation (azimuth angle).

4.5. Effects of Dynamics on FPV Module Power Performance

The power performance of a floating photovoltaic (FPV) unit is based on a variety of factors,
many of which arise from the local marine environment. While certain factors that influence the
energy efficiency of FPVs are also found in corresponding land—based units, with comparable
power output levels, others are not present in land installations. In this section the power output
of the considered FPV system is assessed, making use of the model discussed in §2.

For the examined configuration concerning the FPV platform of length 45 m and total
breadth 15 m, a 100 KkWp arrangement is considered, consisting of 11 parallel strings of 40 in—
series modules (see Figure 4-1). In order to estimate data, the Sanyo HIP-225HDE1 panel
modules of 225 Wp nominal power, with dimensions 1.6 m X 0.86 m, V,,, = 33.9V and
Ipy = 6.64 A, are considered, with module efficiency of 15% at Ts; = 25 °C. Thus, the total
panel area on the FPV structure equals A,, = 605.44 m? and k, ~ 0.4%/°C is used as an
approximate value of the temperature coefficient for silicon panel technology (refer to Eq. (2.2)
in §2.3). The PV performance is directly affected by the angle of incidence of solar irradiance
which, in the case of FPV installations, is influenced by the wave-induced responses. In order
to account for the above effect, noting that the structure is oriented with its longitudinal axis
directed eastward (see Figure 4-5 and Figure 4-6), the tilt angle of the present FPV panel
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kWh

configuration in the PV model described in §2.3, is replaced by the corresponding dynamic value
obtained by the summation of the static value (B,), which is set to S, = 30° and the
instantaneous roll response of the supporting structure, defined on the short time scale, as
described in the previous section, for each sea state in the constructed time series of the TMY,

Beev (t)=ﬁ0+§4(t)_ (4.24)

Data concerning the direct normal irradiance (DNI), diffuse horizontal irradiance (DHI)
and environmental conditions concerning the temperature and wind for the specific site were
obtained from the PVGIS SARAH2 database in the form of a typical meteorological year (TMY)
data set with  1-hour temporal resolution, provided by PVG tools
(https://re.jrc.ec.europa.eu/pvg_tools/en/). The ambient and cell temperatures are computed as
detailed in §2.3, based on the dry—bulb temperature, the wind speed and the relevant humidity.
The albedo coefficient is set to ¢ = 0.1 for the floating configuration and ¢ = 0.3 for a
corresponding land—based configuration [118].

Numerical results, concerning the performance and energy production of the considered
100 kWp system, are presented comparatively in Figure 4-11 and Figure 4-12 for a land—based
module and the considered FPV configuration, located at the geographical nearshore / coastal
locations of Pagasitikos Gulf and the southeastern region of Evia Island, respectively.
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Figure 4-11. Simulated time series of temperature and power performance for land—based and FPV 100
kWp configuration at Pagasitikos Gulf region. Ambient and cell temperature of (a) land—based unit and
(b) FPV. (c) Comparative daily power production ina TMY.
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In particular, the ambient and cell temperatures of the land—based and the floating
configurations are presented in subplots (a, b) of each figure, respectively. Moreover, the daily
energy production in a TMY is shown in subplots (c). In the latter plots, the results concerning
the calculated daily energy production for a fixed (inland) nearby configuration and for the FPV
system in a TMY are comparatively plotted, using black and blue lines, respectively. It is
observed that the dynamic variation in the angle of incidence on the panels produced by the wave
loads, along with the effect of the reduced albedo of open water environment, leads to a drop in
the energy production. In the examples considered in this work, the calculated annual production
drops by a factor of the order of 1%, from 119.96 MWh (nearby inland configuration) to
11898 MWh (FPV) in Pagasitikos Gulf (—=0.51%) and from 115.41 MWh (inland
configuration) to 114.06 MWh (FPV) in the southeastern region of Evia Island (—1.23%),
respectively. The differences in performance losses are mainly attributed to the varying wave
and wind conditions at the two locations. In particular, the installation in Pagasitikos Gulf
experiences reduced wave heights and periods, leading to smaller deviations in the orientation
of the PV modules. Conversely, the installation at the southeastern coast of Evia Island is
exposed to longer wind fetches and therefore is subject to more significant wave—induced
motion, causing greater misalignment of the PV modules with the incoming solar irradiance.
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Figure 4-12. Simulated time series of temperature and power performance for land—based and FPV 100
kWp configuration at southeastern Evia Island. Ambient and cell temperature of (a) land—based unit and
(b) FPV. (c) Comparative daily power production ina TMY.
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Figure 4-13. Time series and mean values of Performance Difference (%) between floating and land-
based PV unit, along with time series of wave power estimates of the prevailing sea conditions. (a)
Pagasitikos Gulf region and (b) southeastern coast of Evia Island.

As mentioned above, the albedo coefficient is set to ¢ = 0.1 for the floating unit and ¢ =
0.3 for the land—based counterpart (refer to Eqg. (2.13) in §2.3). Consequently, a portion of the
power output losses associated with the FPV system can be also attributed to the lower levels of
reflected irradiance. Figure 4-13 illustrates simulated time series of the difference in power
output (%) between the floating and the land—based units in the two considered locations,
alongside time series of the wave power corresponding to the prevailing sea states. It is observed
that severe sea conditions, mostly encountered during the winter months, can result in significant
power losses for the floating systems, particularly in the case of the installation located on the
southeastern coast of Evia Island, due to longer fetch distances.

The above result emphasizes the importance of considering site—specific environmental
conditions in assessing the viability and efficiency of floating PV installations, as well as the
potential need for structural damping or tracking mechanisms to mitigate performance losses in
highly dynamic environments. Nevertheless, the performance reduction under sea conditions
typically encountered in coastal areas of the Mediterranean Sea is not particularly severe, as also
noted in §3.4.

It is worth mentioning here that the water surface acts as an imperfect reflector that affects
the panels’ temperature. In addition, water vapor above the water surface absorbs part of the
near—infrared radiation that is highly effective for photovoltaic energy conversion in crystalline
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silicon—based PV panels [167], which is an adverse effect. Additionally, a salty and humid sea
environment constitutes an important additional parameter concerning the degradation of PV
panels (see, e.g., [L68]). On the contrary, the presence of water, in conjunction with airflow due
to wind, contributes to cooling. Moreover, the improvement in the performance of the system
by means of the cleaning of the solar panels due to rainfall and other parameters could be taken
into account. Although the modelling of the above factors (e.g., wind loads, cooling effect, etc.)
should ideally be addressed using a high—fidelity simulator, such as those based on
computational fluid dynamics (CFD) or methods of equivalent fidelity (e.g., FEA, SPH),
simplified approaches are presented in Appendix D. The latter approaches enable the inclusion
of specific key parameters in the modelling process through the use of more accessible,
simplified models, thereby maintaining computational costs at reasonable levels. Based on the
preliminary results presented in the Appendix D, the cooling effect over water bodies can
provide a significant boost to energy production, potentially allowing floating configurations to
outperform their land—based counterparts. A complete analysis of FPV operation should also
incorporate wind loads and currents. However, as discussed in Ref. [169], concerning a case
study in a nearshore region, wave loads account for 99% of the relevant forces in such
environments, suggesting that the impact of wind and current loads may be relatively minor in
this context. It should be noted, however, that increased tilt angles could result in a more
pronounced impact from wind loads. Therefore, in configurations where the tilt angle is
significantly elevated (e.g., in the range of 30—40 degrees), the effect of wind loads may become
a critical factor and should be thoroughly accounted for in the design and structural analysis to
ensure the stability and viability of the system.

The increased availability of solar energy potential, particularly in southern latitudes such
as the Mediterranean and the Aegean Sea regions, provides a strong motivation for the design
and development of floating offshore solar energy platforms suitable for deployment and
operation in the marine environment. In this chapter, a Boundary Element Method (BEM) was
employed for the hydrodynamic analysis of floating pontoon-type structures carrying
photovoltaic panels on deck. The method facilitates the investigation of wave responses and their
impact on solar power performance. A boundary integral formulation, incorporating simple
singularities, was applied in the vicinity of the floating structure to represent the near field, while
a mirroring technique was used to account for the interaction of the wavefields with the seabed,
in conjunction with appropriate techniques for handling radiation conditions in the diffraction /
radiation problems. Case studies involving a 100 kWp module located in the western
Pagasitikos Gulf and the southeastern region of Evia Island were conducted, showing that the
effects of dynamics on floating PV performance may lead to significant variations in energy
production. In the framework discussed in the present chapter, these variations are mainly caused
by dynamic changes in the angle of solar incidence, which results from the floating module's roll
responses, dependent on the prevailing sea states.

A complete analysis of FPV systems’ performance would require consideration of various
additional environmental and operational factors. These include the loads by wind and currents
loads, as well as water and wind cooling mechanisms. As discussed in Appendix D, wind can
effectively reduce cell temperature and thus enhance the overall efficiency of the system. The
cooling effect can be particularly efficient over water bodies due to the presence of faster wind
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speeds, which enhance convective heat transfer, combined with the process of evaporative
cooling (see e.g. [170]). These factors contribute to forming a cooler microclimate for the PV
modules.

In addition, grid connection considerations are vital for assessing the potential integration
of floating PV systems into the existing electrical grid [171]. This involves evaluating how the
fluctuating power output, due to both environmental and system dynamics, may impact grid
stability and operation. Furthermore, issues such as voltage regulation and frequency control
must be addressed to ensure compliance with grid standards. However, these considerations,
while essential for a complete assessment of FPV systems, are beyond the scope of the present
work, which focuses on the effects of hydrodynamics.
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Part 11

SOLAR SHIP
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S5

HYDRODYNAMICS OF TWIN—HULL VESSELS WITH
APPLICATION TO SOLAR SHIPS

In recent years, the maritime industry has been increasingly exploring sustainable alternatives to
traditional fossil-fuel-powered propulsion systems, driven by concerns regarding both
environmental impact and rising fuel costs. A promising path is the integration of solar power
into ship design, providing a renewable and environmentally friendly source of energy. This has
led interest in solar—powered vessels to grow, as they offer a solution to the demand for
environmentally friendly maritime transportation, while simultaneously providing several other
key benefits. The latter include independence from fossil fuels, lower noise levels and reduced
maintenance costs. Furthermore, solar—powered vessels provide enhanced safety by minimizing
fuel-related risks [45].

This chapter focuses on assessing the feasibility and potential benefits of integrating solar
panels onboard a 33-meter twin-hull vessel operating in the Greek seas. Greece, having an
extensive coastline and abundant incidence of solar irradiance almost throughout the whole year,
see e.g., [172], presents a promising environment for the implementation of solar—powered
maritime solutions. Based on a case study approach, the analysis and results discussed in the
present section aim to assess the efficacy of integrating solar energy systems in short—haul
maritime operations. Estimating the extent to which solar power can partially cover the energy
needs of the vessel requires a comprehensive analysis of the latter’s resistance components, as
well as an estimate of the energy required for service loads (lighting, navigation equipment,
communication systems). For this work’s scope, considering low operational speeds, the
appendage and air resistance components are excluded from the analysis and the calm water
resistance is approximated by the wave-making and the frictional resistance components. The
wave making resistance is calculated by a Boundary Element Method (BEM), which evaluates
the resulting Kelvin pattern generated by the vessel's forward motion. The stationary nature of
the generated wave pattern, as observed from a body—fixed reference frame onboard the vessel,
allows for the calculation of the corresponding flow field, without necessitating time—
dependency considerations. It is important to note that the BEM approach relies on linear theory,
which implies that flow rotation, compressibility and viscosity are not considered. However, the
simplified model still provides valuable insights into the hydrodynamic behaviour of the vessel,
as regards wave generation and resistance at Froude numbers corresponding to velocities well
below the hull speed, where the vessel primarily operates as a displacement craft (see e.g. [173]).
The frictional resistance component is incorporated based on the International Towing Tank
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Conference (ITTC) 1957 recommendations [174]. Moreover, an additional hydrodynamic model
is developed and applied to evaluate the Response Amplitude Operators (RAOs) of the vessel
under harmonic wave excitation, depending on the prevailing sea conditions, assuming harmonic
time dependence of the whole hydromechanical system. By considering the total wave field
resulting from the interaction of the vessel with an incident field at a given velocity, the added
wave resistance is also evaluated. The above approach allows for a thorough examination of the
vessel's performance and power requirements under different sea states, laying the groundwork
for assessing the feasibility and efficacy of solar panel integration for propulsion in maritime
operations.

The available solar power is derived using a simple Photovoltaic (PV) model, which utilizes
data provided by the SARAH2 database (https://joint-research-centre.ec.europa.eu/
photovoltaic-geographical-information-system-pvgis/pvgis-data-download/sarah-2-solar-radia-
tion-data_en), that offers information on solar irradiance levels among other parameters,
enabling the estimation of the available solar energy potential. The PV model utilizes data of the
vessel’s responses in the rotational degrees of freedom, to simulate instantaneous angular
changes of the panels mounted on deck and accurately account for the variations in solar
exposure experienced by the integrated solar system. By coupling these data with the energy
requirements and the resistance components discussed earlier, the modelling aims to provide a
holistic assessment of the feasibility and effectiveness of solar panel integration for sustainable
maritime operations. This interdisciplinary approach combines principles from various fields,
including naval architecture, renewable energy and solar technology, to address the complex
challenges of transitioning towards greener maritime transportation solutions.

5.1. Problem Formulation

The geometry of the twin—hull vessel studied in the present chapter’s framework is based on
optimized results from the literature. In particular, the dimensions and hull lines of each demi
hull are used as parametrically optimized by Kanellopoulou et al. [86], in the framework of the
ELCAT research project (https://elcatproject.gr/). The latter project, conducted from 2020 to
2023, was a collaboration between NTUA and Alpha Marine, focusing on designing energy—
efficient electric catamarans, measuring between 19 and 33 meters in length. The project’s aim
was to contribute to the reduction of greenhouse gas emissions and atmospheric pollution from
the shipping industry. The design configuration employed is that of the 33-meter—long vessel
developed within the aforementioned project and the configuration of the solar panels deployed
on deck is adapted to the specific features of this vessel (see Figure 5-1). The hull lines are
illustrated in Figure 5-2 (a, b, c¢), along with a 3D view of the demi hull [Figure 5-2 (d)] that
offers a more detailed perspective of the demi hull’s shape. Indicative waterline levels are also
depicted in the body plan [Figure 5-2 (c)] for various drafts, facilitating the visualization of the
submerged geometry at different loading conditions. The main characteristics of the vessel are
listed in Table 5-1.
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Figure 5-2. Lines plan of the demihull form (a) sheer plan, (b) breadth plan (waterlines), (c) body plan
along with indicative waterline levels, (d) 3D view, incorporating the breadth and body plan lines in 3D

space.

Table 5-1. Main Parameters of the fully electric version of the twin—hull vessel (source:
https://elcatproject.gr/).

Loa= Lpp 33.00 m Displacement ~198 t

Beam Moulded 10.71 m Op. Speed 12-14 kn

Demi hull Beam 3.88 m Economy Speed 11 kn

Demi hull Depth 3.95m Battery Capacity 2850 kWh

Taesign 1.64 m Range ~40 n.m. at 13 kn
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The coordinate system x = (x, x5, x3) is used, with the origin placed at Mean Water Level
(MWL), coinciding with the center of flotation. The x;—axis runs parallel to the vessel’s length,
x, is the transverse axis and the vertical coordinate x5 is negative in the water body. Let Q0 € R3
denote a flow domain, that extends infinitely to all azimuthal directions 8 = atan2(x, x,) as
well as the negative x;—direction, and is bounded by the free surface of the water at x; = 0 and
the wetted surface of the twin—hull. In the body fixed coordinate system (x,, x,, x3), the forward
motion of the vessel at speed U along the x;—direction, translates to the existence of a uniform
water flow moving at constant speed U opposite to this direction.

The dynamic behaviour of the vessel is analyzed in the framework of linear wave theory,
which allows for the flow variables to be decomposed into a steady background flow and a time—
dependent wave part, which is considered to be harmonic. The velocity fields of the total flow
components are described by the gradients of appropriate potential functions defined in Q.

Given the stationary nature of both the uniform flow and the generated Kelvin pattern, as
observed from the body—fixed reference frame onboard the vessel, the result of the ship’s
forward motion in calm water is described by steady (time—independent) potential functions,
namely, the steady incident field (uniform flow) and a perturbation field, generated by the
interaction of the wetted surface and the uniform water flow of velocity U. The unsteady, time
dependent (wave) problem presents more complexity since the analysis involves an incident, a
diffracted and — provided that the body is considered non—deformable — six radiated flow fields.
The latter are a consequence of the vessel’s motions in six degrees of freedom (DoFs), which
include surge, sway, heave, roll, pitch, and yaw. A sketch of the studied configuration is depicted
in Figure 5-3. On the basis of linear theory, each of these motions induces a distinct outgoing
(radiated) wave field that contributes to the unsteady hydrodynamic responses. In the context of
the present analysis, ® is employed to denote potential functions of time—dependent flows, while
(lowercase) ¢ is utilized to represent the potential of time—independent flows, ensuring clear
differentiation between the two. Furthermore, potential functions involved in the steady problem
will be annotated with the superscript (S), whereas the superscript (U) is used for potential
functions corresponding to the unsteady (wave) problem. This serves to amplify the distinction
between the two problems, since time—independent (complex) potential functions are also used
for the wave problem, exploiting the assumption of harmonic time—dependence, as explained in
more detail in the sequel.

Figure 5-3. Sketch of the considered hydrodynamic model, illustrating the flow domain and its boundary
parts along with basic dimensions and parameters.
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5.1.1. Formulation of the steady problem

The steady flow is defined by the interaction of a uniform parallel flow U, = (—U,, 0,0)
directed towards the negative x;—axis, with the wetted surface in the domain Q (see Figure 5-3).
The perturbation field is calculated following a Neumann—Kelvin (NK) formulation (see, e.g.,
[73]) using the decomposition,

P (x)=-U. X1 +0{(X). (5.1)

The potential function goés) (x) is used to describe the generated Kelvin pattern and is expected

to exhibit wave—like behaviour downstream. The latter function is computed as solution to the
Laplace equation, subjected to the free surface boundary condition and the no—entrance
condition at the wetted surface. Considering the transom stern geometry of the studied vessel, a
false body model is adopted (see e.g., [175]) to ensure that the flow separates smoothly from the
hull's surface at the aft end. This approach is based on the addition of a virtual appendage (false
body — FB) to the transom. The latter encloses the separated flow at low speeds or the created
air cavity in the higher speed range [176], and excludes this region from the water body
simulated by the potential flow solver. The false body naturally extends the hull geometry,
initiating tangentially from the entire stern profile, ensuring a smooth geometry and thereby
maintaining the integrity of the flow at the aft end of the vessel. This approach presumes the
transom to remain fully ventilated at all speeds, leading to the transom stern drag, attributed to
the absence of hydrostatic pressure on the stern, to be overestimated at low speeds [177]. The
false body length is set to A%) /2, where A9 = 27UZ2 /g is the transverse wavelength of the
Kelvin pattern. However, in cases where 1¢5) /2 exceeds 3Bg, where By is the stern beam at mean
water level (MWL), the virtual appendage length is limited to 3Bs. This restriction is based on
experimental data provided in Ref. [178], where it is shown that the boundary layer typically
reattaches at a distance equivalent to six times the step height (Bg/2) for high Reynolds number
turbulent flows. Nonetheless, relevant calculations indicated that the evaluated wave—making
resistance is not severely affected by this length regardless of the precise value within these
limits.

Considering the addition of the virtual boundary dQg, the potential function <pfis)(x) is
evaluated as solution to the following BVP,

vz(péS)(x)zo, xXeQ, (5.2)

020 op'®

o (X), 9 20 o na 63
8X12 Uovza 8XC":

a (S) X

(pfia( )=_an=an1,XEaQ\NsanFB, (54)
n

supplemented by appropriate conditions at infinity. In the above equations, n = (n,,n,,n;)
represents the unit vector, normal to the boundary 01, directed towards the exterior of , as also
shown in Figure 5-3. For the treatment of the above BVP, a low order panel method is adopted
using a simple singularity (source) distribution on 9Q; see, e.g., [136] in conjunction with an
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integral representation of <p§5) (x). Exploiting the inherent symmetry of the discussed (steady)

problem with respect to the plane x, = 0, the following integral representation is employed,
which utilizes a mirroring technique to amplify computational efficiency,

8 (x)= ,3‘[2#(5) (X)G(x",x)dS(x"), x e Q, x" € 9Q, where (5.5)
Q={xeQ|x,>0} and (5.6)
1 1 1
G(X,x)=— . .
(x2x) 472(|X’—x|+|x'—i|j (5.7)

The Green’s function of the Laplace equation in 3D, described by Eq. (5.7), involves the mirror
point of x with respect to the symmetry plane: & = (x;, —x,,x3) and u® is a source / sink
strength distribution, defined on 00 (refer to Appendix C). The above technique introduces an
artificial boundary at the symmetry plane, where a homogeneous Neumann BC is intrinsically
satisfied due to the Green's function used. The above formulation is combined with an
appropriate scheme to satisfy the conditions at infinity based on the discrete Dawson operator
[179] as described in the sequel.

5.1.2.3D BEM for the steady flow problem

The geometry of the different sections of 90 is approximated using 4-node quadrilateral
elements (refer to Appendix B), on which the strength of the singularity distribution is
considered piecewise constant. In the discrete model, the field equation is inherently satisfied by
the superposition of the fundamental fields generated by all elements, while the boundary
conditions are satisfied at the centroid of each panel (collocation points). The induced potential
@y,; and velocities (Uy j,Vy,j, Wy, ;) associated with the j—element’s contribution to the k—
collocation point are numerically calculated and the corresponding matrices of induced potential
(@) and velocity (U,V,W) respectively, are computed. The latter square matrices have
dimension M = Mg+ Mg + Mg Where M g, M,s and M 5 respectively represent the
number of quadrilateral elements distributed on the parts of € corresponding to the free surface,
the actual wetted surface and the false wetted surface, ensuring global continuity of geometry
approximation. Consequently, the BVP is reduced to the algebraic system,

M

> ASuf =b k=12, M, (5.8)

whose solution provides with the strength of the source / sink distribution x> on each element.

The latter, in conjunction with Eq. (5.5), fully describes the resulting function <p§s)(x) in Q,

while for x, < 0 it holds that <pfls)(x1,x2,x3) = <p0(l5)(x1,—x2,x3). The numerical scheme

involves a streamline—like arrangement of the boundary elements on 8¢ as shown in Figure
5-4. The curvature of the potential function in the x,—direction, that is involved in the free surface
boundary condition [Eqg. (5.3)], is approximated by the derivative of the velocity in the &-
direction, as depicted in the details shown in Figure 5-4 (b, ¢),
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The present model involves a four—point upstream finite difference (FD) scheme based on
the Dawson backward operator [179], that is defined as follows,

ou
%k~Ak'Uk+Bk'Uk—l+Ck'Uk—2+Dk'Uk—31 (510)
where

Ev =(Er—&) (Eco =& ) (Es—E)(Ers— &) (Eco - Er)-

(5.11)

(ék—3_§k—2)'(§k—3+§k—2+§k—l_3§k)a
o, :Eik[(ékl—ék)z'(fkz—fk)z'(fkff“)'(@2+§“_2§k)}’ (5.12)
o Z—Eik[(fkl—fk)z '(f:k—s_é:k)z '(fkfs—fkfl)'(fkfs+§k71—265k)] (5.13)
B« :Eik[(gk2_§k)2'(§k3_§k)2'(§k3_§k2)'(é:k3+é:k2_2§k)i| and (5.14)
Ak :—(Bk +Ck+Dk). (515)
O Free Surface False Body —_—— e T T T T T T 1
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Figure 5-4. (a) Indicative mesh of a4, illustrating a sparse discretization of the various boundary parts,
along with the mirror plane and the é—direction. (b, c¢) Detailed view of the mesh at the bow, also
illustrating the sets of points used in the finite difference (FD) scheme for the calculation of the velocity
gradient at indicative elements that appear shaded.
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In the above equations, ¢ denotes the distance covered in a curve defined in the é—direction,
measured from an arbitrary point, and the velocities involved in Eq. (5.10) are equal to,

M
U=2 uf Uy (5.16)
j=L

Figure 5-4 depicts an indicative sparse boundary mesh, where it can be seen that additional
grid lines are introduced behind the stern to minimize the deviation between the differentiation
direction, and the actual x;—direction. Semi—cosine spacing is employed to discretize the wetted
surface in the x;—direction, aiming to achieve increased grid resolution at the keel, where the
geometry exhibits the highest gradient. Furthermore, ghost nodes are employed to assess the
induced velocity gradient at the first three element rows of the grid [see Figure 5-4 (b)]. The
value of induced velocity at the ghost nodes is taken to be equal to the velocity induced at the
centroid of the last actual element involved in the differentiation. The same technique is also
applied to compute the velocity gradient at the first three element rows behind the false body
mesh.

Based on the above finite difference scheme, the (non-square) matrix dU of dimensions
M g X M is defined. The elements of this matrix:

OUyj =AUy j+Be-Uiaj+Cx-Uypj+ D -Upsj, (5.17)

model the contribution of the j—element to dU, /d¢, at the k—collocation point on the free
surface. Consequently, the discrete model of the steady flow problem, modelling the disturbance
field, is defined by the linear algebraic system of Eg. (5.8) with

g
oU,;i+—W,:, Element(k) e oQ
A®) = “Tyz (k) e o2es and (5.18)

Uk,j N1 +Vk’j Nk 2 +Wk’j Nk 3, Element(k) S (8QW5 UGQFB)

0, Element(k ) e 0Q
bk<5>={ (k) <00 (5.19)

ank,h Element(k)E(aQWS U@QFB).

Furthermore, the fact that the numerical differentiation scheme relies on information from points
located upstream relative to the flow direction ensures that no numerical reflections are
introduced into the solution near the edges of the computational mesh.

After obtaining the solution to the above linear system, the free surface elevation can be
obtained from the dynamic boundary condition as,
_ U © a¢éS) (X11 XZaO)

(S)
Md (X) g %

Indicative results of the field generated by the vessel, as it moves through the water at speeds
of 8 and 10 knots, are provided in Figure 5-5. Specifically, subfigures (a) and (c) illustrate top
views of the wave-like behaviour of the steady perturbation field trailing behind the vessel,
demonstrating the characteristic wake pattern for the two selected forward speeds. Furthermore,
subfigures (b) and (d) provide detailed views of the solutions on the computational grids in
localized areas around the vessel, highlighting the directly computed solutions and their mirrored

,XE@DFS. (520)
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counterparts. The results refer to a draft of 1.55 m, ensuring the availability of experimental data
for verification purposes. The latter data concerning calm water resistance can be found in Ref.
[86]. The resulting dynamic pressure distributions on the wetted surface for the same velocity
settings are shown in Figure 5-6, providing detailed information as concerns the pressure
gradients along the submerged surface, which are crucial for understanding the hydrodynamic
forces acting on the vessel. Additionally, subfigures (b), (c), (e) and (f) of Figure 5-6 illustrate
how the steady free surface behaves around the wetted sections of the hull, for the two considered
speed settings and draft.
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Figure 5-5. Kelvin wake pattern generated by the twin—hull vessel travelling at (a, b) U, = 8 kn =
4.11m/s and (c, d) U, = 10 kn = 5.14m/s. (a, c) Top views and (b, d) 3D views highlighting the
directly computed and the mirrored parts of the fields.
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Figure 5-6. Dynamic pressure distribution on the twin-hull, for (a —¢) U, = 8 kn = 4.11m/s (d —f)
U, =10 kn = 5.14m/s. (a, d) Top views, (b, e) outer part of the demihulls and (c, f) inner part of the
demihulls.

The total calm water resistance is approximated by the sum of the wave—making resistance
and the frictional resistance components,

1
RT = RW +R|: :[CW +(1+ﬂk)CF]Eon%AWS! (521)
where Cy, and Cr respectively denote the wave—making and frictional resistance coefficients,
(1 + Bk) is a form factor and A, is the wetted surface area. The coefficient Cy, is computed
using data by the steady BEM model discussed earlier. In particular, the latter coefficient equals,

1 P—P. 1 ( Vz(x)—Zgzj
Cw= -n,dS =— 1-————|-n,dS, where 5.22
" A mjws 05002 " A agjws Uz : (6:22)
o0 () (00 (X)) (908 ()]
VX)=|| U, +— | 4| ) = . (5.23)
axl aXZ aXZ
The frictional resistance coefficient Cy is evaluated using the ITTC 1957 formula [174],
0.075
Cer=——m— (5.24)

(Iog(Re)—Z)2 ’

and is scaled by the form factor (1 + Bk) which depends on the hull form and, in the case of a
twin—hull configuration, can be approximated by the following equation, based on the demihull’s
slenderness ratio [180],
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L -0.4
1+ pk = 303(%) : (5.25)
where V denotes the submerged volume of a single demihull. For the considered twin—hull
geometry and draft the form factor equals (1 + Sk) = 1.39. The Reynolds number is evaluated,
considering the dynamic viscosity of seawater at temperature T = 20°C (u = 1.09-
1073Nsm™2).

Figure 5-7 depicts the calm water resistance components along with the total calm water
resistance, as evaluated by the present BEM scheme, and the results are compared against
experimental data. As can be observed in the Figure, the wave—making resistance is augmented
by a stern drag term resulting from the absence of hydrostatic pressure at the aft end, leading to
an overestimation of the total resistance at low Froude numbers, as expected from the present
scheme. In the context of linearized theory this drag remains unchanged at different speeds.
Apart from that, the results demonstrate good agreement with the experimental data within the
range of Froude number Fn < 0.25. For higher values of Fn, the present model underestimates
the resistance. This discrepancy arises because, at higher speeds, non-linear phenomena such as
flow separation and wave breaking, which are not captured by the potential model under
discussion, become more pronounced. Additionally, dynamic trim effects play a significant role
in high—speed regimes. Another important factor contributing to the divergence between the
model’s predictions and experimental data is that the actual wetted surface area deviates from
the linearized wetted surface used for integration in the model, resulting in additional errors.
Moreover, the twin—hull consideration introduces hull interference phenomena, where wave
interference between the two hulls lead to higher waves in the narrow water channel between
them, further amplifying the deviation between the actual wetted surface and the linearized
version, with this deviation becoming more prominent as the speed increases. This dependency
on speed can be easily observed by comparing the resulting free surface patterns for the two
selected speed regimes shown in Figure 5-6, particularly as concerns the inner part of the
demihulls [Figure 5-6 (c) and ()]. Since the resulting free surface pattern is static in the selected
reference frame, the mean wetted surface over time does not converge to the linearized shape,
as it would in the case of a harmonically oscillating solution.
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Figure 5-7. Calm water resistance components and comparison with experimental data [86].
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These aspects highlight the limitations of the current approach. Based on the above observations,
significantly better agreement with the experimental data can be achieved by considering the
non-linear problem, including dynamic trim effects. These issues remain open for investigation
in future extensions of the present work.

5.1.3. Formulation of the unsteady problem

The dynamic motions of the vessel, based on the prevailing sea conditions are derived using
standard linear hydrodynamic analysis in the frequency domain. In particular, assuming that all
time—dependent quantities oscillate harmonically in the form exp (iw,t), where w, denotes the
encounter frequency in [rad/s] and i = v/—1, the problem is transferred to the frequency domain
using the following representation for the total unsteady potential function,

6

DU(x; U, 1) =0 (X; U, t) + D) (X; BUL, 1)+ Y En@E) (X; B U t) =

igH (5.26)
Re{—(p(u)(x;ﬂ,Um)-exp(ia)et )}

2w,
In Eq. (5.26), H = 2A denotes the incident wave height, g is the gravitational acceleration, &,
is the complex amplitude of the vessel’s response towards the mt" generalized direction, g is
the angle of incidence of the wave field with respect to the x,—axis and U, is the vessel’s velocity

in the x;—direction. The encounter frequency w, is defined as,
we =|wo —U ko cos(B)|, (5.27)

where w, is the absolute frequency of the incident field (as observed from a non-moving
reference frame) and k, = wZ/g is the wavenumber, considering propagation in deep water.

Finally, o) (x, 8, Us,) is the total complex unsteady potential, which comprises all the unsteady
subfields and is defined as,

PO (x;pU.)=iw, {¢0(U)(X;ﬂ,Uw)+g0d ) (x;ﬂ,Uw)+26:§m OnY) (x;ﬁ,Um)}. (5.28)

In Eq. (5.28), iwep” (%, B,Us) and iw,0(” (x,B,Us) respectively, stand for complex

amplitudes of the incident and the diffracted subfields. Furthermore, <p,(f) x,B,Uy),m=
1,2,..,6), is the complex potential of the radiation field generated by a unit—-amplitude oscillation
of the vessel along the m!" generalized direction.

The incident potential function <p(§U) (%, B, U, ) is considered known and equal to,

gA

WoWe

o™ (X, BU.) = exp(koxXs) exp[—iko(cos(B)x: +sin(B)x.]. (5.29)
The unsteady field is computed by modelling the whole domain, since it does not present
symmetries, except in the special cases where £ equals 0 or 180 degrees. Furthermore, the
transom sterns of both demihulls are modelled as vertical boundaries, incorporated in dQ,s,
omitting the false body representation, discussed in 8§5.1.1. The diffraction and the six radiated
fields are obtained as solutions to the following BVPs,
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V2¢k(U)(X)=O! k=d11121---16)XEQ| (530)

00 W (X U.2 %o (x
29 0(x) )—ﬂ(x)¢k(u)(x)+ = 2( )
X, g OXq
s 2p(x) (5.31)
_ A0 . Ok =0, k=d,1,2,..,6, X € 0Qs,
g 0%y
) )
09V () _00(X) o, (5.32)
on on
)
a(pkg—n(x)szJer, k=12,...,6, X dQuys. (5.33)

In Eq. (5.33), N, denotes the components of the generalized normal vector, defined as N, =
Ny, Niys = (M X X)g, k = 1,2,3. Consequently, the vessel’s k™" DoF is defined as translational
motion along the k" axis for k = 1,2,3 or rotational motion around the axis (k — 3) for k =
4,5,6. The quantities My, that appear in Eq. (5.33), are defined as functions of the derivatives of
the relative flow velocity of the steady field at the mean position of the wetted surface. The latter
quantities, mainly involve higher—order derivatives of the perturbation potential due to the
motion of the ship at constant speed (see e.g., [181]) and after linearization they can be
approximated by,

U.. U.

Mkz0)k:1)2a3a4a MSN. n3a M6z_.
lwe TON

na. (5.34)

Numerical solutions to the above BVPs are obtained using a low order BEM, which employs
piecewise constant source distributions on quadrilateral boundary elements. The seven unknown
fields are represented by the following integral,

¢|§U)(x) = J.,uk(u) (X')G(x',x)dS(x'), xeQ, x €0Q, k=d,12,....6 where (5.35)
oQ '

G(x',x)=|x"—x|" f4r . (5.36)

The BVPs described by Egs. (5.30)—(5.33) are treated by a low—order panel method based
on source singularity distribution on quadrilateral elements. The curvature of the potential
function involved in Eq. (5.31) is treated by the FD scheme discussed in 85.1.2. It is noted that
dipole singularities are ineffective in this context, since distributed constant—strength dipole
singularity on planar elements fails to generate potential at co—planar points, leading to a
breakdown of the employed finite difference scheme that is used to differentiate the velocity
(refer to Appendix C).

The radiating behaviour of the diffraction, as well as the six radiation subfields at infinity is
treated by adopting a Perfectly Matched layer (PML) technique. This technique is utilized to
attenuate the evaluated solutions far from the vessel’s position and prevent the occurrence of
numerical reflections from the outer layers of the computational mesh. The PML is implemented
by complexifying the frequency parameter u = w?/g, involved in the Free Surface BC [Eq.
(5.31)], using an appropriately defined imaginary component. More specifically, the latter
parameter is redefined as,
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o X = Rew (6(X1, X2)).
In Eq. (5.37), 4, represents the wavelength that propagates at frequency w, and is not affected
by the background flow. This corresponds to the wavelength of the diffraction and radiation
fields along the x,—direction. Conversely, the wavelengths of the field components propagating
along the x;—direction are significantly affected by the background flow. In particular, the
wavelengths aft of the stern are elongated while compressed wavelengths are generated ahead
of the bow in the subcritical case (wyUs/g < 1/4 for head seas). In supercritical cases, the
diffraction and radiation subfields do not include components propagating along the positive x;—
axis. This can be clearly observed in Figure 5-8. The latter figure illustrates the real part of the
free surface elevation generated by a unit-amplitude heaving oscillation of the vessel, for a fixed
absolute frequency corresponding to 1,/L = 1, at two different speed settings, respectively
falling into the subcritical (a) and supercritical (b) regimes. Optimal values for the parameters ¢
and n, involved in Eq. (5.37) are selected for minimizing the numerical reflections; see [155].
The PML activation curves are also depicted in Figure 5-8 using dashed lines. These curves
represent the activation threshold of the PML, which is defined by the variable Rp,,; (6 (x4, x5))
in Eq. (5.37), with 6(x, x,) denoting the angle formed by the line connecting the origin to the
point (x,, x,) with respect to the x,—axis.

As stated earlier, the evaluation of the potential function curvature in the x,—direction, that
is involved in Eq. (5.31), is achieved by using the discrete Dawson operator, described in 85.1.2.
This suggests that the boundary mesh used for evaluating the involved unsteady subfields also
comprises streamline—like lines on the free surface resulting in a rectangular mesh geometry.
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Figure 5-8. Real part of the free surface elevation induced by unit amplitude oscillation of the vessel in
heave. 1,/L =1, B = 180° (a) U, = 0.2g/w, — subcritical, (b) U, = 0.3g/w, — supercritical. The
dashed lines represent PML activation curves.
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After obtaining the potential functions of all subfields, the response vector (%) of the vessel
in 6 DoF is evaluated as solution to the following system of equations,

[ 0.2 (M+A(@,)) +iw. (B(@.) +U.N)+C | =F, +F,. (5.38)
In Eq. (5.38), the inherent inertia of the vessel is modelled via the 6 x 6 tensor M, which equals,
Mtt Mtr
M = : ,
(M rt M rrJ (5 39)

where the diagonal matrix M models the inertia of the translational degrees of freedom with
respect to the applied forces and is defined as,

Mﬁ:M:pV:pj x;ndS, i=1,2,3, (5.40)
0Qws
with M denoting the vessel’s mass and V the submerged volume (of both demihulls). The
diagonal elements of the matrix M"", which models the inertia of the rotational degrees of
freedom with respect to the applied moments, equal the corresponding moments of inertia of the
vessel with respect to the selected coordinate system, and are evaluated as,

M” = Iii = MRiz,i 21,2,3, (541)

where R; represents the radius of gyration about the i*" axis. In the results presented and
discussed in the sequel, the radii of gyration are defined as R, = 0.2B, R; = 0.25L,i = 2,3 and
the products of inertia I,, and I, are assumed to be zero due to symmetry of the geometry with
respect to the longitudinal axis (x,). Additionally, due to lack of detailed information and
assuming symmetry of the mass distribution relative to the beam axis (x,) —even without explicit
symmetry in the geometry — the product 1,5 is also considered negligible, making the matrix
M"" also diagonal. The submatrices M" and M"¢ are defined as follows (see Eq. (A.22) of
Appendix A),

0 J;  —J»
M tr :—M rt - —Jg 0 Jl y (542)
J, —J; 0

where J = (J;,/5,/3) =M 0G and 0G is the position vector of the center of gravity G with
respect to the origin, which is taken to be the center of flotation (refer to Appendix A). The
longitudinal position of G is taken to coincide with that of the center of buoyancy, which is
evaluated as the center of the submerged volume, to ensure that the vessel maintains an even
keel. The vertical position of the center of gravity is placed at one third of the hull depth
measured from the keel, since this positioning represents a common approximation in ship
design that supports accurate stability.

The added inertia of the vessel is represented by the 6 X 6 matrix A, where the elements
Ay ¢(w,) correspond to the components of the radiation loads, induced by the £t* field on the
k™" DoF, in phase with the acceleration. The elements By ,(w,) of the 6 x 6 hydrodynamic

damping matrix B are determined by the corresponding components in phase with the velocity.
The above radiation forces and moments are computed by integrating the pressure exerted by
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the £t" radiation field on 09,5, multiplied by the component of the generalized normal vector
corresponding to the k™ DoF. Therefore, the hydrodynamic coefficients (added mass and
hydrodynamic damping) are computed using the following equation,

Bur _ U 9p{”(x)
A+ = L) n,ds(x), k,¢=12,...,6.
vl j [ (x) - —— (x), (5.43)

It is noted that the above matrices are dependent on the encounter frequency, and therefore they
also depend on the direction of propagation of the incident field, apart from the absolute
frequency and the speed at which the vessel travels. The hydrostatic restoring forces are
modelled via the Matrix C. As concerns the transitional DoFs, only vertical movements induce
hydrostatic restoration and thus C3; > 0. Regarding the rotational DoFs, since the origin has
been selected to coincide with the center of floatation (centroid of the water plane), all the first—
order moments as well as the products of inertia of the waterplane are zero (refer to Eq. (A.48)
in Appendix A for more details). Based on the above observations, the non—zero elements of C
are the following,

Cas = p0Aw , (5:44)

Cu =MgGB+ g | x,%dS = MgGM:, (5.45)

Css =MgGB + pg | x,%dS = MgGM (5.46)
wP

where WP denotes the waterplane, A, p is the waterplane surface area, GB is the vertical distance
between the center of buoyancy and the center of gravity and GM,, k = 1,2 is the metacentric
height of the vessel with respect to the k" axis. The additional 6 x 6 matrix N, defined as,

0 N 0 0 0 0 -J, -J;
N :[0 N"j’ where N* =0 0 M jandN"=0 J; 0 |, (5.47)
0 -M 0 o 0 I

models additional damping and coupling effects on the dynamic behaviour of the vessel due to
forward motion. In the context of linear theory, the effect of N arises since products of the form
U, are comparable to linear terms in the equations of motion and thus cannot be neglected
after linearization; see e.g., [137,181,182]. Derivation of the above result is included in
Appendix A, for completeness purposes.

Finally, the forces and moments acting on the hull are evaluated by integration of the
pressure induced by the incident and the diffracted subfields on the wetted surface. In particular,
the components of the Froude—Krylov and the diffraction forces are computed, taking into
account the vessel’s forward motion, by the following equation [137,182],

Foo = par? j( O ()~ 2 a‘/’faX(X)Jnde(x), k=12,.6, (=0,d. (5.48)

8Qws e 1
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5.1.4. Estimation of Added Wave Resistance

The resistance and power demands of a ship operating in wave conditions are typically
considered to increase by a factor of 20 — 40%, which is traditionally incorporated into ship
design, as highlighted in Ref. [183]. However, this percentage is a rough estimate and does not
accurately reflect the actual impact of the prevailing sea state in which a vessel operates. In
recent years, the demand for accurate predictions of added resistance in wave conditions has
been increasing, as it plays a crucial role in selecting the power that propulsion systems need to
deliver [184], while it also affects the vessel's ability to maintain speed and fuel efficiency in
actual weather conditions. Accurate estimation of this additional resistance is also critical for
optimizing modern ship routing practices, see e.g. [185]. As stated in the latter work, added—
wave resistance increases exponentially as environmental factors intensify. However, despite its
significant impact, relatively little research has been conducted on this issue, highlighting the
need for more precise predictions.

Added-wave resistance is a second—order force relative to the wave amplitude which
opposes the ship's forward motion [183]. The mean—flow effects concerning the numerical
computation of the added—wave resistance have been discussed by several authors; see, e.g., Ref.
[186] and the works cited therein. In the case of the present linearized model, formulated in the
frequency domain, various time—harmonic components result in zero or negligible contributions
to the mean value of added—wave resistance. For the present analysis’ purpose, the mean added—
wave resistance of the steady travelling vessel is estimated by the following two terms [187],

Rav =R& +RE), where (5.49)
RO, =_%p [ JU[” nuds(x), with U(x) = Ve (x), and (5.50)
0Quws
R = lPg I ([U(U)(Xll X2) = (&s+EaX, _§5X1)]2)Ldﬁ(x) : (5.51)
477 sin[a(x)] '

In Eq. (5.51), a denotes the vertical hull slope angle at the mean draft. In the above equations,
the added resistance components are evaluated as mean values of the corresponding squared
time—dependent quantities over one encounter period, justifying that both right—hand sides of
Egs. (5.50) and (5.51) include a term of 1/2 that has been factored out as the mean value of
sin?(iw,t). The integral of Eq. (5.50) is defined over the mean wetted surface while the integral
of Eq. (5.51) is evaluated over the calm waterline. Moreover, in the latter equation, ) (x;, x,)
stands for the free surface elevation corresponding to the total unsteady problem,

)
n‘“)(X)z—l(iweqo‘“)(X)—Uwa‘”—(x)j, X € 0Qs , (5.52)

g 0Xy
where ¢ () (x) is the total complex potential, which includes all eight subfields involved in Eq.
(5.28), with the six radiated subfields scaled by the complex amplitude of the vessel’s response
in the corresponding DoF, as computed by Eq. (5.38).
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5.2. Model Verification

In this section, results from the present unsteady BEM model are compared against experimental
data for verification purposes. The data are based on experimental measurements in head waves
conducted in 2023 in the towing tank of the Laboratory of Ship and Marine Hydrodynamics
(LSMH) of NTUA, as part of the broader objectives established within the framework of ELCAT
research project; see also [86]. The tests were conducted on a 1: 10 scale and the experimental
data can be found in the Technical Report No: NAL-353-F-2023. Figure 5-9 (a, b) presents the
present model’s predictions for the twin—-hull RAOs in heave and pitch along with the
corresponding experimental values. Both the numerical and experimental data refer to Fn =
0.338 (corresponding to U,, = 11.82kn for the prototype) and head seas with waveheight H =
2A and absolute frequency corresponding to wavelength equal to A,. Additionally, Figure 5-9
(c) illustrates the computed RAO of added wave resistance for various incident wave frequencies
where it is compared against experimental measurements at specific frequencies shown by using
symbols. The latter are obtained as the difference of the total resistance in harmonic waves and
the calm—water resistance of the twin—hull for the same draft and forward speed. The present
BEM results show quite good agreement with the experimental data, indicating the model's
reliability as concerns the prediction of the vessel’s dynamic behaviour as well as the added—
wave resistance. The minor differences observed are due to higher—order, non-linear effects
which are not modelled by the discussed method.
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Figure 5-9. Numerical results obtained by the unsteady BEM scheme, concerning responses of the twin—
hull vessel at Fn = 0.338 in harmonic head seas and comparison with experimental data (source: LSMH,
NTUA, Technical Report No: NAL-353-F-2023). (a) Heave RAO, (b) Pitch RAO and (c) RAO of
added—wave resistance.
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5.3. Case study in the Saronic Gulf

As an indicative scenario, the twin—hull vessel is considered to be operating in the Saronic Gulf
(central Aegean) region, concerning a line that connects Milos Island with Piraeus port, shown
by the track AB in Figure 5-10. The route total distance is 82NM. The selected operating speed
corresponds to Fn = 0.25 (U, = 8.74kn) and the total travel duration is approximately 9.4 h.
For the scope of this case study and in order to provide quantified results, the vessel is considered
to depart at 06:00 and navigate along the route illustrated in Figure 5-10 with a bearing of -,
heading northwest.

The reverse route is followed during nighttime and the trip is repeated on a daily basis. The
arrangement of panels on the upper deck, consisting of 123 panels with an area of 2m? each, is
shown in Figure 5-11. A zero-tilt configuration is employed, although it is not the optimal
selection to maximize energy absorption in the considered latitude, to avoid issues concerning
increased wind resistance as well as space utilization. In particular, the influence of wind
resistance, which is typically proportional to the area normal to the airflow direction, is assumed
to be negligible and has been omitted in the context of the present study. The selection of zero—
tilt panels suggests that any arbitrary selection of azimuth angle would be equivalent as concerns
the energy yield of the installed system. However, since dynamic responses are expected to
provoke instantaneous changes to the tilt angle, the azimuth angle is set to 62.65° (normal to the
vessel’s direction).

38°00'N B
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-2000
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-2500
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23°00'E 23°15'E 23°30'E 23°45'E 24°00'E 24°15'E 24°30'E 24°45'E 25°00'E

Figure 5-10. Indicative route (dotted line) from Milos Island — point A (36°43’ N, 24°25' E) — to Piraeus
port — point B (37°56’ N, 23°38' E) — with a total distance of 82 NM.
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The calm water resistance is used as evaluated from the steady BEM model discussed earlier.
For simplicity, the draft of the vessel is retained unchanged as compared to the previous sections.
Considering that the studied vessel’s TPC is approximately 2.46 tons/cm at T = 1.55 m, the
addition of the solar panels is not expected to significantly alter the draft, with an anticipated
increase of about 1cm, assuming the panels weigh approximately 10 kg/m? [188].
Furthermore, as illustrated in Figure 5-11, the arrangement of the panels ensures that the weight
is distributed evenly across the vessel, thus minimizing any potential impact on the weight
distribution. The mean added wave resistance as well as the spectra of dynamic responses are
computed by the unsteady BEM model, in conjunction with climatological data of the considered
region, acquired from Copernicus database [189].

Specifically, the wave climatology of the point (37°30'N,24°E) is selected as
representative of the considered route. The bivariate probability density function of significant
wave height Hg and peak period T, is depicted in Figure 5-12(a), along with a polar histogram
of mean wave direction [Figure 5-12(b)]. Based on the above climatological data of the Saronic
Gulf and Central Aegean Sea area, the prevailing wave directions relative to the ship track
correspond to (i) head quartering seas § = 115° and (ii) following quartering seas f = 290°. In
order to illustrate the applicability of the present model, the mean values of the distribution
corresponding to peak wave period equal to T, = 4.58 s and significant wave height Hg =
0.66 m are considered, in conjunction with head—quartering seas corresponding to § = 115°. In
this case, the resulting peak encounter frequency is w, = 1.74 rad/s and the parameter t equals
w, U/g = 0.8, indicating supercritical conditions at peak frequency.

Given that rolling motion is expected to have the most significant impact, in the context of
the present case study, the tilt angle of the PV configuration is substituted by the corresponding
dynamic value, which is approximated by summing the static tilt angle and the instantaneous
roll response of the vessel. Moreover, the vessel is considered to travel during daylight hours,
exploiting solar power for the partial coverage of the power needs, and return during nighttime.
The implications of simulating more realistic scenarios, based on long—term time series of wave
conditions modelled by considering varying sea states and relative wave directions, including
beam and following seas along the route, as well as contributions of all angular responses, are
discussed in 85.4.

(@)

Figure 5-11. (a) Top view and (b) 3D view of the considered arrangement of 123 solar panels on the
twin—hull vessel.
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Figure 5-12. Wave climatology based on data of point (37°30' N, 24° E) from Copernicus database. (a)
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5.3.1. Selected Results of Dynamic Responses and Added Resistance

For the considered speed, corresponding to Fn = 0.25, selected results are presented in Figure
5-13, as obtained by the unsteady BEM model, discussed in subsection 85.1.3, for § = 115° and
B = 290°. The results include the vessel’s response in heave, roll and pitch motions, as well as
the computed normalized added—-wave resistance. The RAO curves depicted in Figure 5-13(a —
c) demonstrate that the limiting behaviour at low frequencies is in line with theoretical
expectations. In particular, the heave response amplitudes tend to unity, while the roll and pitch
response amplitudes converge to |sin(B)| and |cos(B)|, respectively, confirming that the
discussed model properly modulates the angular responses with respect to the angle of incidence.
Furthermore, it can be observed in Figure 5-13(d) that the added-wave resistance is severely
amplified in the case of head—quartering seas (8 = 115°) as compared to the following—
quartering seas case (8 = 290°), primarily due to the direction of wave propagation, which
causes wave loads with components that directly resist the ship's motion. As a result, the vessel
must overcome the combined effect of opposing wave direction and the associated motions.
Additionally, the reduced encounter periods in head or head—quartering seas lead to more
frequent wave impacts, further intensifying the hydrodynamic interactions.

The sea state characterized by peak period T,, = 4.58 s and significant wave height Hg =
0.66 m is modelled using a Bretschneider spectrum [190],

5 4 5(w, )" 27
S(w)=—H2Z2—Lexp| -=| 2| |, where o, =—=——. ,
()= 1gHs s &P 4&;) A (5.:53)

Subsequently, the spectrum is redefined in terms of the encounter frequency w,, while
maintaining the energy distribution as follows,
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Figure 5-13. Calculated results for head quartering seas (f = 115°) and following quartering seas (8 =
290°). Response Amplitude Operators (RAQOSs) of (a) heave, (b) roll and (c) pitch motions. (d) RAO of
added—wave resistance. Fn = 0.25.

dw. ) S(w)
S(w)dw = S(w.)dw. — S(we) =S = : 5.54
(@)do=S(@,)do, > S(,) (a))[ dw] e (5.54)
Finally, the roll response spectrum is evaluated as
Su(@e) =|Ea(@e) /KA* k2S (). (5.55)

The sea spectrum and the corresponding roll response spectrum in terms of the encounter
frequency w, are depicted in Figure 5-14(a, b). The roll RAO is plotted in Figure 5-14(a), in
terms of the encounter frequency, using a distinct vertical axis, for clarity purposes. An
indicative time series of rolling motion &,(t), obtained by applying the random—phase model, is
presented in Figure 5-14(c); (see also Refs. [144,153,191] and Eq. (4.23) of 8§4.4). The latter
quantity is used as a disturbance of the panel tilt angle due to the wave—induced motions. The
results concerning the solar power output during the daily hours of the trip over a Typical
Meteorological Year (TMY) are presented and discussed in the sequel.
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Figure 5-14. (a) Sea spectrum and corresponding roll RAO and (b) response spectrum in terms of the
encounter frequency. (c) Indicative time series of the vessel’s response in roll. Fn = 0.25.

5.3.2. Estimation of Energy Needs and PV Contribution

The vessel can cover a distance of 40 nautical miles at a speed of 13 kn. At the latter speed, the
calm water resistance equals 49.5 kN, based on experimental measurements [86]. Moreover, the
auxiliary loads (lighting, air—conditioning, equipment, etc.) for the studied vessel are estimated
to be P,,,, = 65 kW [192]. Considering a Depth of Discharge (DoD) of 80% for the battery and
given its capacity (see Table 5-1), it is concluded that the propulsion system has a total efficiency
of 7,r0p = 50%. For the considered speed, corresponding to Fn = 0.25, the calm water

resistance is Ry = 14 kN (refer to Figure 5-7). The added resistance is imported in the analysis,
as obtained by integrating over the frequency spectrum, based on the considered sea state,
expressed in terms of the encounter frequency. The latter parameter contributes to the total
resistance by 0.25 kN. Based on the above, the total power consumption equals

RT + RAW

Pow =U + Pox =193.18KW. (5.56)

17 prop

The real-time contribution of the PV system is calculated based on the methodology
presented and discussed in 8§4.5. The energy efficiency of the installed photovoltaic system is
affected by several parameters such as humidity, ambient temperature, wind speed and vessel
speed. Moreover, certain factors encountered in the marine environment help maintain lower
operating temperatures and optimize performance. In this work, in order to proceed to a
preliminary calculation of the extent to which the considered system can compensate for the
energy needs of the vessel, accounting for the effect of rolling motion, as well as added—wave
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resistance in the specific sea state, the following equation is used to evaluate the power delivered
by the solar system (refer to §2.3),

P(t)=nnAnG(1-ky (Tc = Tsrc)), (5.57)

where G is the global irradiance on the panels. The calculations are based on data of Direct
Normal Irradiance (DNI) and Diffuse Horizontal Irradiance (DHI), along with several
parameters, including the latitude and longitude of the considered location, the tilt and azimuth
angles of the PV installation as well as the earth’s declination angle, as detailed in §2.3.

In order to estimate energy production data, a representative value of efficiency 7,, = 20%
isassumed at STC, which falls within the upper limit of the current range for solar cell efficiency;
see, e.g., Ref. [193]. The total area covered is A,,, = 246 m? (see Figure 5-11), and the installed
system’s nominal power is approximately 50 kWp. The temperature coefficient is set to k,, =
0.4% / °C, based on estimates for silicon panel technology; see also [96]. For the present case
study, the values of latitude and longitude used in the PV model are approximated by the values
corresponding to the midpoint of the route i.e., ¢ = 37.34° and A = 24.02°. (see Figure 5-10).
Furthermore, the panels’ tilt and azimuth angles are setto 5, = 0°and ¥ = 62.65°, as discussed
earlier in the present chapter (refer to §5.3).

The effects of dynamics are incorporated in the PV model by considering the dynamic value
of the tilt angle, obtained by the summation of the static value and the instant roll response of
the vessel, defined on the short time scale (refer to §4). Numerical results concerning the ambient
and cell temperatures as well as the daily energy production of the considered system are
illustrated in Figure 5-15. It is worth noting that electrical system losses are not accounted for in
the present study, The latter factor, along with the impact of all angular responses, varying sea
states, and relative wave directions, remain open for further investigation.
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Figure 5-15. (a) Ambient temperature and cell temperature of the installed solar system and (b) daily
energy production in kWh during a TMY.
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Figure 5-16. State of Charge (SoC) of battery, as it evolves with and without the auxiliary solar system,
for two indicative weeks of the year, corresponding to (a) winter and (b) summer conditions.

Charging from external sources is assumed to restore the battery to fully charged before each
departure. For the scope of the present case study, the charging is considered instantaneous to
simplify the calculations. Figure 5-17 depicts the percentage of energy needs covered by the
auxiliary solar system on a daily basis and in average monthly values. This percentage ranges
from approximately 5% in winter months to a maximum of 18.3% during summer. The mean

percentage of power needs covered within a TMY equals 13.6%.
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Figure 5-17. Percentage of energy needs covered by the auxiliary solar system on a daily basis and in
average monthly values.

5.4. Discussion and model extensions

In this chapter, a novel Boundary Element Method (BEM) formulation is presented for
predicting the resistance, as well as the hydrodynamic behaviour, of twin—hull vessels travelling
at low speeds, aiming to quantify the benefits of integrating auxiliary solar systems onboard.
The developed method is applied for a case study concerning an electric twin-hull vessel
measuring 33 m in length. The BEM formulation incorporates a combination of steady and
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unsteady BEM models, which treat the combined effects of incident flow and waves interacting
with the vessel, supporting an accurate calculation of the total resistance (including the added—
wave resistance component) as well as the dynamic responses. The velocity gradient terms,
involved in the (steady and unsteady) free—surface boundary conditions, are treated by a four—
point upstream finite difference scheme. Furthermore, the steady model is supplemented by a
mirroring technique while the unsteady BEM is used in conjunction with a Perfectly Matched
Layer (PML) technique to treat conditions at infinity.

The placement of solar panels on deck is discussed and their utilization in terms of real-time
energy generation is assessed, aiming to partially cover the energy needs, while also reducing
carbon emissions. Numerical results are presented, verified and discussed regarding calm water
resistance and added-wave resistance, as well as the wave—induced motions of the vessel.
Moreover, the energy generated by the integrated solar system is quantified and combined with
power demand estimates to assess the percentage of power needs covered without relying on
external sources. Various operational factors are considered in predicting the power needs as
well as the power production by the auxiliary solar system. Based on the selected parameters
and operation conditions, the results indicate that the considered system contributes by 13.6%
on average to the coverage of the total power requirements, with the latter percentage ranging
from 5% to around 18.3% throughout a TMY. The direct effect of dynamics on the solar
system’s energy yield is limited to rolling motion.

As mentioned in 82.3.1, the pitching motion is not expected to modify the PV system’s
performance, provided that the mounted PVs are aligned with the vessel’s longitudinal axis, as
is the case in the scenario considered in this chapter. In this case, the combined results of all
angular responses can be incorporated into the analysis using coupled roll and yaw response time
series. The latter approach ensures that the resulting phase difference between the two motions
will be consistent with the predictions of the hydrodynamic model, since the responses are
caused by a common incident spectrum. However, from the perspective of system theory, this
highlights the importance of considering the full coupled system, as each degree of freedom
influences all the others through the system’s inertia, as well as the matrices of hydrodynamic
coefficients (refer to Appendix A). The latter problem can be treated as is a single—input,
multiple—output (SIMO) system, where the input is the sea spectrum and the outputs are the time
series of responses in the various DOFs (see e.g. [194]). The coupling must be considered to
ensure accurate modelling of the system’s behaviour in the time domain, particularly as regards
phase relationships.

The results of the case study presented and discussed, are derived considering the mean
values of the stochastic wave parameters, corresponding to head quartering seas. In this case the
transformation between absolute and encounter frequency is one-to—one. However, extension
of the analysis to include following and following—quartering seas introduces additional
complications. Specifically in the latter case, the transformation between absolute and encounter
frequency is no longer one-to—one across the entire spectrum. This causes significant
implications in the response analysis, as the multi—valued nature of the transformation creates
regions where the encounter frequency is highly sensitive to variations in the wave frequency
and the ship’s velocity. Figure 5-18 illustrates the resulting encounter frequency for the setup
discussed in 85.3, corresponding to Fn = 0.25, for 8 = 0° (following seas).
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Figure 5-18. Variation of the encounter frequency with respect to the absolute frequency in the case of
following seas (8 = 0°). Fn = 0.25.

The absolute frequency w = g/U cos(B), for which w, = 0, reflects the situation where the
component of the vessel’s speed in the direction of wave propagation exactly matches the wave
speed [137]. For the discussed case, where 8 = 0°, this corresponds to ¢ = w/k = U. Given
that the analysis assumes propagation in deep water, the latter relation yields, w = g/U. In
Regions | and Il, as defined in. Figure 5-18, the waves move faster than the vessel, while in
Region 111, the vessel overtakes the waves. Within each of the regions, the transformation
between the absolute and encounter frequency is one-to—one [137]. Therefore, the response
spectrum has to be defined in three overlapping regions. In the overlapping areas, although the
ship oscillates at the same encounter frequency, the amplitude of oscillation may vary, depending
on the absolute frequency.

The same applies to added—-wave resistance, since this quantity is also influenced by the
absolute frequency. This is intuitively consistent, considering that in Region 111, where the ship
technically encounters head seas (since it overtakes following waves), an increase in added
resistance is anticipated.

Other interesting extensions include the investigation of installing additional renewable
energy sources on ships, such as sails or flapping—foil thrusters placed at the bow. The latter
technology has been numerically and experimentally studied in Ref. [55], and the results suggest
that it offers increased dynamic stability and a reduction in added—wave resistance, while also
exploiting energy from dynamic motions and directly converting it to useful power. It must be
noted however, that both sails and foil-thrusters significantly influence the vessel's dynamic
behaviour and must therefore be modelled as coupled systems, combined with the methodology
discussed earlier in this chapter. Consequently, the cumulative advantages of multiple renewable
sources could accelerate the transition towards more sustainable maritime solutions.
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6

MODELLING OF NEARSHORE WAVE ENERGY PARKS

Marine renewables currently support the development of sustainable energy policies and the
reduction in carbon emissions via several energy capturing devices that operate based on
different principles, which however have not yet reached full commercialization [66]. One of
the most common and commercially mature technologies for wave energy harvesting is the
installation of heaving point absorber WECs (see Figure 6-1) in offshore and nearshore locations
(see, e.g., [195]). Estimation of the production capacity of wave energy converter arrays (WECS)
of the type of simple floaters deployed in nearshore locations highly depends on the evaluation
of their performance. The latter also depends on several factors, including the dimensions and
inertial characteristics of the devices, their relevant positioning and the power—take—off (PTO)
system characteristics. Studying the system operation, based on the prevailing sea conditions in
the region considered for deployment, can ensure that such WEC farms are sized and designed
in an effective way.

Several approaches have been utilized to assess the response and power production capacity
of WEC arrays, including frequency and time domain BEM approaches, as well as CFD models.
A review of different modelling approaches, along with their advantages and limitations, can be
found in Ref. [196]. Moreover, reduced models can be applied to obtain results in an extended
frequency range with low computational cost, such as the simplified 2D Modified Mild Slope
Equation (MMSE) model, proposed in Ref. [197].
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Figure 6-1. Point absorber wave park comprising twenty five (25) identical floating devices.
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Gap resonance phenomena may also occur in hydrodynamic interaction problems, involving
multiple floating bodies placed in close proximity [198,199]. The latter could prove to be
beneficial, in the sense of enhancing the energy conversion efficiency of WECSs. Recent studies
indicate that viscous effects become significant during gap resonance phenomena, especially
regarding the heaving motion of the structures, and should be accounted for; see Ref. [200]. The
effect of viscous forces on surging wave energy converters is quantified in Refs.[201,202], where
it is demonstrated that viscous phenomena are significant in terms of annual power absorption.
Specifically, in Ref. [202], it is shown that the peak power absorption of surge converters can be
reduced by a factor of about 35% due to viscous effects.

The identification of structural and functional features, the evaluation of power absorption
capacity, and the optimal design and layout of WEC farms depend on the performance evaluation
of WECs. The total power generated by an array of WECs may be augmented or decreased as
compared to the corresponding power generated by an equal number of individual floating
devices, due to hydrodynamic interactions between multiple bodies, also referred to as intra—
array interactions [203]. In nearshore locations, the wavelength and propagation direction of
incoming wave fields can be significantly impacted by wave—seabed interactions, which can
alter the WECSs’ response pattern and ultimately the array’s power output. More specifically, the
presence of seabed slope, or any depth irregularity in general, can influence the power absorption
capacity, especially at low frequencies, where the interaction of the flow fields with the seabed
becomes significant. This effect is studied in Ref. [155], using appropriate methods. The tools
proposed in the latter work can be utilized for preliminary optimization studies of WEC park
designs with a low computational cost; see also [204].

In this chapter, a 3D BEM hydrodynamic model is proposed aiming to assess the energy—
capturing capacity of WEC arrays, accounting for the hydrodynamic intra—array interactions
among various identical floating devices, as well as the local seabed topography. The
methodology is supplemented by a Coupled Mode Model (CMM) for computing the incident
field propagating over varying bathymetry, thereby simulating nearshore environments in a more
realistic manner, without necessitating assumptions of a flat seabed or mild seabed slopes.
Additionally, a case study is conducted for a specific geographic area situated north of the coast
of Ikaria Island, located in the Eastern Aegean Sea region. This area is characterized by a notably
high wave potential, particularly noteworthy within the context of Mediterranean standards [57].
The case study utilizes long-term data and employs real bathymetric information, underscoring
the practicality of the proposed method and demonstrating its applicability as a supporting tool
to toward optimal design decisions for Wave Energy Converter (WEC) parks.

The model that is discussed in this chapter is developed on the basis of linear theory and
comprises a frequency domain BEM approach, supplemented by a Consistent Coupled Mode
System (CMS) that models wave propagation over irregular bathymetry. Thus, the influence of
fluid viscosity is not taken into account, which could cause important deviations at specific
frequencies. Nevertheless, the 3D numerical approach based on boundary integral equations
allows for the modelling of any WEC shape, as opposed to reduced 2D models, and can provide
useful results in an extended range of frequencies and angles of incidence. In the context of the
present work, an array of single degree—of—freedom (DoF) point absorbers is considered, with
each unit being free to oscillate in heave alone, leading to a simplified hydrodynamic model, as
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compared to the full six DoF setup. As a result, the proposed model ignores the coupling between
different degrees of freedom, which could lead to underestimation or overestimation on the
response of certain units of the array at particular excitation frequencies. However, it is much
more efficient in terms of computational requirements, as compared to the six DoF setup. The
results concerning the response of the array can be used to assess the system performance on the
basis of spectral average characteristics. In the existing literature, the effect of irregular
bathymetry on the operation of wave energy parks has been investigated at a preliminary stage.
More specifically, Ref. [205], investigates bathymetric effects on the far field of a WEC park,
with the bathymetry profile, however, being constant in the vicinity of the WEC array.
Additionally, in Ref. [197], the operation of WECs is studied over irregular bathymetry by a 2D
model, that makes use of the MMSE. In the latter work, the point absorbers are modelled on the
free surface plane as energy absorbing circular inclusions, while the absorption parameters are
calibrated by local 3D BEM formulations in constant local depth. The innovation of the present
model lies in the inclusion of real bathymetric data in the modelling, along with oblique wave
incidence on the WEC park, which allows for the quantification of the power absorption in site—
specific cases, based on local seabed topography, combined with local wave climate data.

6.1. Mathematical Formulation

A WEC array of single degree—of-freedom (DoF) heaving point absorbers is considered,
comprising M identical devices, operating in a nearshore area where the seabed may present
arbitrary variations, while harmonic propagating incident waves stimulate the whole array. The
response of each device in heave is obtained by modelling the surrounding field in the domain
D (see Figure 6-2), accounting for the interaction of the field with the variable bathymetry, as
well as intra—array interactions, as discussed in more detail in the sequel. In accordance with the
standard hydrodynamic theory for floating structures (refer to Appendix A), the overall flow
field consists of the propagating field (incident and diffracted) and M radiation fields, generated
by the devices’ motion. Each of the above is represented by a corresponding potential function
D, (x;t), ©, (x;t), and &, (x;t), m = 1,2,..., M respectively, so that the resulting velocity
fields are equal tov,,,(x; t) = V&,,(x;t), m =0,d,1,2,..., M.

Figure 6-2. Sketch of a WEC park comprising twenty five (M) = M3 = 5) floating devices,
illustrating the flow Domain D and the parts of boundary dD, along with basic parameters.
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A Cartesian coordinate system x = (X5, z) = (xq, x5, 2) is defined, whose origin is placed
at Still Water Level (SWL), so that the waterplanes of the whole array are symmetric with respect
to the x;z and x,z planes (see Figure 6-2). The number of WECs in the x; and x,—directions is
M@ and M@, respectively (thus, M = MMM @) In the present work’s context, the submerged
volume of each WEC consists of a cylindrical buoy of radius a and draft T, supplemented by
an oblate semi—spheroidal part, with semi—major axis equal to a and semi—minor axis equal to
Ts (see Figure 6-2 and Figure 6-3), leading to a total draft of T = T, + Ts. The unit vector, that
is normal to the boundary dD and directed toward the exterior of D, is denoted by n =
(ny,m,,13). The centers of two adjacent WECs’ waterplanes are positioned L™ apart in the x;—
direction and L(® apart in the x,—direction. Finally, the WEC numbering starts from the device,
in the 374 quadrant of the z = 0 plane, which is the farthest from the origin (see Figure 6-2). The
numbering continues along the x,—axis until the WEC M) and the next device is selected to be
the one located in the next row of the park and whose waterplane’s midpoint shares the same
x,—coordinate as the 15t device. The numbering is defined similarly until the M*"* unit. Assuming
that all time—dependent quantities oscillate harmonically in the form exp(—iwt), where w
denotes the angular frequency in (rad s~1) and i is the imaginary unit, the problem is transferred
to the frequency domain by employing the following representation,

DO (X; B,t)=Do(X; B,1)+ Dy (X B,1) Z é:m (x;t) =
6.1)
=Re{—%gp(x;ﬁ)-exp(—iwt )}

where H stands for the incident wave height, g is the gravitational acceleration, ¢, is the
complex amplitude of the m®™ device’s response in heave, B is the angle of incidence with
respect to the x;—axis (see Figure 6-2) and ¢(x, ) is the total complex potential, which
comprises all the subfields and is defined in the frequency domain as,

co(X;,B):—Iw{coo(Xﬂ )+94(X; B) Zémqom } (6.2)

In Eq. (6.2), —iwey(x,B) and —iwe, (X, 8), respectively, stand for complex amplitudes of the
incident and the diffracted subfields. Finally, ¢,,(x,8), m =1,2,...,Mis the complex
amplitude of the radiation field generated by a unit-amplitude heaving oscillation of the m®"
WEC.

6.1.1. Formulation of the Incident Field

The potential function of the incident field ®,(x; 8, t) propagating over the seabed, is obtained
by a consistent coupled mode model (CMS) [81], free of mild bottom slope assumptions, as
extended for three—dimensional environments in Ref. [82]. In the general case, the incident
potential is obtained by splitting the function that expresses the depth variation into two
components: h(x;) = h;(x;) + hp(x;), where h;(x,;) is a parallel-contour bathymetry and
hp(x;,) denotes additional three—dimensional depth irregularities. The solution is accordingly
split as @, (x; B) = exp(ik, sin(B) x3) @;(x1,2) + @p(x; B). Within the scope of this work,
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considering that the isobaths are approximately parallel approaching the coastline, the depth
function of the domain D is considered to exhibit a 1D variation — Figure 6-2 and Figure 6-4(b)
of the form h(x;) = h;(x,), connecting two regions of fixed but different depths, h, (incidence
region) and hs (transmission region). The incident field is given by:

9o (X B) =exp(ikysin(B)x: ) o (X1, 2), (6.3)
where k, is the incident wavenumber at depth h,, and £ is the angle of incidence over the parallel
contour bathymetry h;(x,). Substituting Eq. (6.3) into the Laplace equation, the linear form of
the free—surface boundary condition (BC) and the Neumann BC at the sea bottom, a
corresponding BVP is formulated, for the unknown potential ¢, (x4, z), for the case of oblique—
incident harmonic waves, which is supplemented by proper radiation conditions for the
incidence and transmission regions [82]. This problem is solved utilizing a one—dimensional
version of the CMS, where the potential ¢,(x;, z) accepts the local-mode representation,

o1 (%1,2) :¢.,_1(x1)2_1(z;x1)+§¢.,n (X1)Zn(Z;%1). (6.4)

In the above expression, ¢;¢(x1)Zy(z;x,) denotes the propagating mode,
10 (x1)Z,(z; x1),n = 1 denote the evanescent modes, and the term ¢; _1 (x1)Z_,(z; x;) is an
additional term, referred to as the sloping—bottom mode, which is introduced to satisfy the
homogeneous Neumann BC on the non-horizontal parts of the seabed. The eigenfunctions
Z,,n = 0, which are obtained by local vertical Sturm—Liouville problems formulated in the local
vertical intervals —h,(x;) < z < 0, represent the local vertical structure of the nt* mode and
are given by,

Z, (z:%a) = cosh[ K (x:)- (24 hi (%)) ][ cosh (ka (x:)- 0y (x:))] 020, (6.5)

where the eigenvalues k,, (x;),n = 0, involved in the above expression, are obtained as the roots
of the local dispersion relations,

®2=k,(x:)gtanh| K, (x1)h (x1) ], n >0, (6.6)

with kq(x;) being the only real root and k,,(x;),n = 1 being the infinite series of imaginary
roots of Eq. (6.6). Utilizing the local-mode representation of Eq. (6.4), a coupled—mode system
is formulated for the horizontal complex amplitudes ¢, , (x;),n = —1 of the form,

3 am“(xl)wzl);—rlg)(l)+bmn(xl)(wan—)(()(l)+
Z 1 2 1 =0, m>-1, 6.7)
n=-1 +|:Cmn(Xl)_amn(xl)(kl(xl)) Sinz(ﬁ)}@,n(xl)

where the definition of the coefficients a,,,, b, and c,, of the CMS is based on the vertical
modes Z,,, which are spatially variable due to local depth dependence; see [82]. The system of
Eq. (6.7) is supplemented by appropriate BCs, extracted by matching the unknown potential with
the solutions at the two semi—infinite strips of depth h, and h, respectively. The sloping—bottom
mode becomes important in cases of local topographies with steep sloping parts and considerably
accelerates the convergence of the local-mode series, described by Eq. (6.4); with four to six
terms in total being enough to assess the incident field in areas characterized by seabed slopes
of more than 100%; see Refs. [81,82] for more details. In the special case where only
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¢10(x1)Zy(z; x,) is kept in the expansion, the model reduces to the modified mild-slope
equation (MMSE) derived by Massel [130] in 1993 and by Chamberlain and Porter [206] in
1995.

6.1.2. BEM Formulation for the Diffraction and Radiation Problems

Boundary value problems (BVPs), with the Laplace equation for the potential functions being
the field equation, supplemented by suitable boundary conditions (BCs) at the different sections
that make up the aD boundary of the domain, are numerically solved to evaluate the diffraction
and radiation fields. The latter boundary, as illustrated in Figure 6-2, comprises the water free
surface (0Drs) the wetted surface of each device (0Dys.,, m = 1, 2,..., M) and the solid
boundary of the seabed (dDsg). The mixed free surface boundary condition (FSBC) is used on
(0Dgs) and no—entrance BCs are used on the solid boundaries, resulting in the following BVPs,

V2pn(x)=0,xeD, m=d,12,..,M, (6.8)
a(pg—n(x)—y(xh;a))gom(x)=0, X€Drs, M=d,1,2,.., M, (6.9)
a¢d (X) agﬂo(X) M
- , Dys . .
on on XEmU=1 ws, (6 10)
a(pgn(x)=5m,;n§(x), X € Dyss, ML=12,..M, (6.11)
ag”gn(xho, X e Dsg , M=0d,1,2,..., M. (6.12)

In the above Equations, n = (n,, n,, n3) denotes the unit normal vector on aD, directed
toward the exterior of the domain (also shown in Figure 6-2). In Equation (6.11), &,,, is the
Kronecker delta. According to the latter equation, the m" radiation field is evaluated by
applying a BC which enforces a unitary heaving oscillation of the m** WEC, while the rest of
the devices are treated as being fixed at their mean position. The frequency parameter u = w?/g
involved in the FSBC [Eg. (6.9)], is expressed as a function of the horizontal position x;,, to
account for modifications concerning the application of appropriate radiation conditions at
infinity. Specifically, the wave fields computed as solutions to the above BVPs propagate
undisturbed in directions 8 = tan~1(x,/x;) € [0,2m), which implies that the flow domain
extends infinitely. A perfectly matched layer (PML) technique (see Figure 6-2) is utilized to
truncate the computational domain. The PML consists of an absorbing layer that is used to
artificially weaken and ultimately zero—out the outgoing wave solutions, treating their radiating
behaviour at far distances from the WEC park; see also Ref. [155].

The layer’s thickness, which must be of the order of one local wavelength [155], determines
the solution damping efficiency and the elimination of numerical reflections. In this work’s
context, the layer thickness is selected to be equal to one mean wavelength 1 = 21 /k,, amplified
by a factor of 15% to account for longer wavelengths at the deeper regions of the domain. k,
denotes the real root of the dispersion relation, as defined at the mean depth (h) of the area
spanned by the WEC array. It is noted that the absorbing layer with the above characteristics
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was found to provide sufficient solution damping at the deeper regions of the domain for the
local topography studied in this work, which is analyzed in the sequel, as well as the studied
frequency range. However, the layer thickness might need readjustment for lower frequencies
and for areas with greater depth changes between deep and shallow regions. The PML technique
is implemented by introducing an imaginary component to the frequency parameter u in the
layer,

®*g, |X|<RPMLa

({=Rew)" |

(X 0) =
a a)zg& 1'|'|(.';_—n , |X| > RPML;
A

(6.13)

where Rp,; denotes the PML activation radius (see Figure 6-2). Optimum values of the
parameters ¢ and n, involved in Eq. (6.13), are selected (see Ref. [155]) to increase the efficiency
of the layer, with regard to the minimization of numerical reflections in the assessed solutions.

A low-order Boundary Element Method (BEM) scheme is developed to numerically solve
the BVPs, described by Eqgs. (6.8)—(6.13). The method involves simple singularity distributions
on 4-node quadrilateral elements, while continuity of the geometry is ensured on the boundary
parts and the junctions between them. The functions ¢,,, m = d, 1,2,.... M, are represented by
the boundary integral,

Pn(X)= ja““)(x’) nVG(x’

oD

where G(x’,x) = |x’ —x|71/4m is the Green’s function for the Laplace equation in three
dimensions and ¢™ (x"),m = d,1,2,.., M, are discrete (dipole) strength distributions, defined
on the panels that make up the boundary aD. The latter strength distributions are obtained by the
BEM, given that they are defined as piecewise constant. The distributions o™, combined with
a discrete form of the integral representation [Eq. (6.14)], define the involved subfields ¢,,,m =
d,1,2,....M. In particular, the potential functions ¢,, and the velocity fields V¢, are
approximated by,

Pn(X)=D oD, (X), Vou(X)=D oMU, (x),m=d,12,...,M, (6.15)

x)ds(x'), xeD,x €D, m=d,12,..M, (6.14)

where the summation index (p) covers all of the panels that model D and a;m) is the strength

of the singularity distribution, corresponding to the mt" subfield, on the pt* panel which is, in
general, complex due to the non-zero imaginary part of the frequency parameter in the PML
region. The induced quantities (potential and velocity) by the p* element (carrying unitary
distributed dipole singularity) to the point x in the field are, respectively, denoted by ®,, and U,,;
see e.g., Ref. [136]. Numerical solutions are obtained by satisfying each BC at the centroids of
the panels distributed across the various boundary sections, using a collocation technique.
Constant normal dipole distributions are used on the panels and thus induced potential is
analytically available using the solid angle; see Ref. [156]. Furthermore, induced velocity can
be computed by the repetitive application of the Biot—Savart law, exploiting the equivalence of
a constant dipole element to a vortex ring [156]; (refer to Appendix C for more details).
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6.1.3. Mesh Generation and Evaluation of Power Output

The mesh is generated by combining matching structured meshes of the distinct boundary
surfaces, ensuring continuous junctions between the different segments which, in conjunction
with the 4-node panels, results in global continuity of the discretized boundary (refer to
Appendix B). More specifically, the mesh of a WEC’s wetted surface consists of a part that
models the lateral surface of the submerged volume’s cylindrical part, supplemented by a mesh
of the oblate semi—spheroidal part, defined in local spherical coordinates. Furthermore, the free
surface in the vicinity of each WEC is modelled by a rectangular block of dimensions L™ and
L@ in the x; and x,—directions, respectively, centered at the WEC waterplane’s midpoint. The
block is discretized by a radial mesh, using gradually increasing resolution while approaching
the wetted surface, for obtaining better quality results. An indicative boundary mesh of a WEC,
along with the corresponding free surface block mesh, is illustrated in Figure 6-3(a). The
computational mesh shown in Figure 6-3(a) is replicated M times to produce the mesh of the
whole WEC park, as depicted in Figure 6-3(b), for the case MM = M®@) = 2. Subsequently, a
radial mesh is constructed around the WEC park, modelling the remainder of the free surface
boundary, extending to a certain number of mean wavelengths (1) and thus, the total radius of
the mesh as well as the activation radius of the PML are frequency—dependent. It is noted that
the nodes distributed in the azimuthal direction are doubled at a specific radius, as shown in
Figure 6-3(b), in order to maintain a predefined minimum of elements per wavelength (15-20)
in both the angular and radial directions, at the outer part of the free surface mesh. The (x4, x;)
coordinates of the seabed mesh in the area spanned by the park are defined by a simple
rectangular mesh, while the rest of the seabed boundary mesh is defined similarly to that of the
free surface. The z—coordinate can be used to model any arbitrary seabed topography.

After obtaining all of the involved subfields, the complex amplitudes of the devices’
response in heave (¢,,,m = 1,2, ..., M) are obtained as solution to the following linear system,

[—a)z(M +A(a)))—ia)(B(a))+ BPTO)+(C+CPTO)]-§ =Fo(o,8)+Fqs(o,p). (6.16)
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Figure 6-3. (a) Indicative mesh of a WEC’s wetted surface, along with the corresponding free
surface block’s mesh. (b) Mesh of a WEC park comprising 4 devices (top view), illustrating the WEC
numbering and the PML activation curve.
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In Eq. (6.16), the diagonal matrix M = MI models the inertia of the heaving point
absorbers, with I being the identity matrix, M = pma?(T; + 2Ts/3) being the mass of each
device and p being the density of the water. Furthermore, hydrostatic restoring forces are
represented in Eq. (6.16) by the matrix C = c531, where ¢33 = pgma? is the hydrostatic
restoring coefficient in heave. The energy extraction by the power—take—off (PTO) system is
modelled by a damping coefficient, denoted in Eq. (6.16) by the diagonal matrix Bprg = Bpro 1,
and Cppg = Cpro I is the PTO system stiffness. The added mass is modelled by an M x M
matrix, whose elements A,, , (w) are defined, for a given frequency, by the component of the
radiation force, induced by the £** radiation field on the m®* WEC, that is in phase with the
acceleration, while the corresponding elements B, , (w) of the M x M hydrodynamic damping
matrix are evaluated by the component in phase with the velocity. The aforementioned force is
computed via integration of the pressure induced by the #** radiation field on the m®" wetted
surface, multiplied by the n; (vertical) component of the normal vector,

@*An +ioBy, =iwp J. gﬁg(x)'ng(x)ds (X),X € Dysm, ML =12,..,M. (6.17)
oD (WS, m)
Furthermore, the pressure induced by the incident and the diffracted subfields, in
conjunction with the vertical component of n, is integrated on each wetted surface to determine
the Froude—Krylov and the diffraction excitation forces on each WEC,

Fo: =lwp J @ (% B)-ns(x)ds(x),x € Dwsm, M=12,...,M, £ =0,d. (6.18)
Dws m

The mean power output by each device is subsequently defined as,

Pout.m (@, B Bero,Crro ) = %COZBPTO |§m|2 , Where & =& (@, 8;Bero,Cero) (6.19)
assuming there are no losses due to the PTO system. The normalized power P,,, which is
evaluated taking into account the intra—array interactions as well as the local bathymetry, is
defined by dividing the mean power output with the incident power flux over a cross section
equal to each device’s waterline diameter, evaluated at the depth of the deep region (region of
incidence). The latter incident power flux is used since, in the general case, the wave amplitudes
and wave numbers at the vicinity of each WEC differ due to depth variations. Considering an

incident wave of height H = 2A at the region of incidence, P,, equals,

. P m , ’B ,C
Pm (a)’ﬂl BPTO,CpTo) = ouT, (a) ﬂz PTO PTO) '
0.25 pgH *C4 (hy, @) @

where C,;(hy, w) denotes the group velocity, calculated at the incidence region’s depth.

(6.20)

6.2. Case Study in the Eastern Aegean region

In the present section, the model presented in 86.1 is implemented to simulate the operation of
a WEC park consisting of twenty five (25) devices, placed ina 5 x 5 arrangement, (see Figure
6-1), operating at the north coast of the island of Ikaria, located in the Eastern Aegean Sea region,
where the wave energy potential is relatively increased [57].
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Region: [26° 10' E, 26° 20' E] x [37° 37" 30" N, 37° 45' N]
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Figure 6-4. (a) Computational grid for the application of SWAN and (b) local bathymetry at the north
coast of Ikaria Island, indicating the considered WEC park position and the section that defines the local
bathymetry of the BEM-CMS model (* not to scale).

The wave climatology in the region is derived by a 10-year—long time series, which is
obtained from the ERAS database [149] and covers the period between the years 2013 and 2022,
at the offshore points 37°45' N, 26°10" E and 37°45’ N, 26°20’ E; see Figure 6-4(a). The dataset
includes significant wave height (Hs) and mean energy period (T_,,), along with mean wave
direction (8,, — measured clockwise from North), recorded at 3—hour intervals. Nearshore wave
parameters at the target point 37°39'05”"N, 26°14'05"E, are obtained by an offshore—to—
nearshore (OtN) transformation, which utilizes the SWAN spectral model as described in Ref.
[150]. The local depth at the target point is 40 m, (see Figure 6-4), which is also the maximum
depth (h;) used in the BEM-CMS model for the region of incidence; see Eq. (6.20). Known
offshore conditions, defined by the parameters (Hg, T_10, 6,n), at the seaward boundary are used
to reconstruct directional spectra S(f, 8) using the JONSWAP spectrum in conjunction with a
hyperbolic type spreading function, as analyzed in detail in Section 3.4.4 of Ref. [207].

The bathymetry used for the OtN, is obtained from GEBCO [208] and the coastline data
have been extracted from the GMT-GSHHS database; see [162]. Considering that the isobath
lines are approximately parallel approaching the coastline, the depth profile of the domain D is
defined by a 1D section of the local bathymetry, parallel to the x;—axis of the BEM—-CMS model;
see Figure 6-2 and Figure 6-4(b). Distributed offshore conditions on the seaward boundary are
the main forcing of the system. The phase—averaged model SWAN is used, based on the offshore
data, to assess the wave parameters within the computational grid, using adequate spatial
resolution, as illustrated in Figure 6-4. The main equation applied in the SWAN model is the
radiative transfer equation [209],

0 0 0 0 0 F

—N+—CuN+—C o N+—C,N+—CyN=—,
ot ox oy dw 00" o (6.21)
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which expresses action balance, with N = N(w, 8; x4, x,,t) = S(w, 8; x4, X, t) /w representing
the wave action density, defined in terms of spectral density S and frequency w. The components
Cx1, Cx2 denote propagation velocity in the physical space, while ¢, cg denote corresponding
components in the Fourier space. Furthermore, F represents the source terms, encompassing
factors such as wind—generated wave growth, wave breaking—induced dissipation in both deep
and shallow waters, and bottom friction. More details can be found in Ref. [209].
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Figure 6-5. Wave climatology at the offshore points (a, b) 37°45' N, 26°10" E and (¢, d) 37°45' N, 26°20’
E. (a, ¢) H; — T_4, statistics and (b, d) corresponding polar histograms.
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Figure 6-6. Wave data at the target point with geographical coordinates 37°39'05” N, 26°14'05" E and
depth h = 40 m. (a) Hg — T_4, statistics and (b) corresponding polar histogram.

A detailed discussion of the OtN transformation can be found in Ref. [163]. The offshore wave
climatology at the two offshore points is depicted in Figure 6-5, where the distributions are
represented using standard lognormal and Kernel Density Estimation (KDE) models. The
corresponding nearshore wave climatology is illustrated in Figure 6-6.

6.2.1. Application of the BEM—CMS Model

In order to efficiently implement the proposed BEM-CMS model, a parallel code was developed
using MATLAB R2023a, for calculating the wave fields and the responses of the WEC array for
a given frequency and the direction of incidence. The acquisition of the results presented and
discussed in the sequel, for the studied ranges of frequencies and incidence directions, required
a computing time of the order of 72 hours on a workstation equipped with 192 GB RAM and
two Intel Xeon Gold 6230R CPUs with 26 cores each. The studied frequency range corresponds
to periods up to 10 s and the wavelength at the mean depth of the area spanned by the WEC
array (h ~ 10.3 m), ranges from 7.6 m to 93.3 m. The total number of quadrilateral elements
used for the computational mesh corresponding to the lowest frequency is 53,520, of which
21,600 on the twenty five wetted surfaces, 19,920 on the free surface and the rest on the seabed
boundary. For higher frequencies, although the mesh radius decreases, maintaining a minimum
number of elements per wavelength on the boundary of the free surface requires finer
discretization, due to the constant spacing between the devices. For the case of the minimum
wave period, the model used 63,740 elements, maintaining the size of the BEM influence matrix
below 61 GB to meet memory limitations.
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Figure 6-7. Superposition of the incident and the diffracted subfields. Incident wave period (a, b) T =
3s,(c,d) T = 6.5s. Angle of incidence (a, ¢) 8 = 0°, (b, d) 8 = 30°. Dashed lines represent isobaths.
The bold dashed line denotes the PML activation curve.

Figure 6-7 illustrates the real part of the propagating field (comprising the incident and the
diffracted subfields), for the array of 25 WECs of radius a = 1.5 m, with total draft T = a and
T, = 0.8qa, placedina5 x 5 arrangement with L(Y = L(2) = 10a. The origin of the coordinate
system of the BEM-CMS model is located 190 m away from the coastline and the local depth
at x; = x, = 01is 10.5 m. All subsequent results in the present chapter refer to the above setup.

The color plots in Figure 6-7 provide detailed illustrations of the potential on the free surface,
scaled by the factor (iw/g) so that it represents the free surface elevation, denoted as n(xy, x).
Figure 6-8 shows the real part of the free surface elevation corresponding to indicative radiation
fields generated by the WECs 1 and 13. Upon examination of the results, it is evident that at
lower frequencies [refer to Figure 6-7(c, d) and Figure 6-8(c, d)], the interaction of the fields
with the variable bathymetry becomes significant. Conversely, for higher frequencies [refer to
Figure 6-7(a, b) and Figure 6-8(a, b)] the floating devices exert a more considerable effect on
both the propagating and the radiated fields, and thus the effect of intra—array interactions is
more noticeable.
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Furthermore, a notable reduction in the local wavelength is evident in Figure 6-7(c). This
reduction is attributed to the decrease in phase velocity, which occurs as a result of the interaction
between the wave field and the shoaling bathymetry. In the wave field shown in Figure 6-7(d),
the decrease in phase velocity also leads to wave refraction. Due to oblique wave incidence, it
can be observed that the wavefronts tend to align with the isobath lines, illustrating the influence
of bathymetric variations on wave behaviour.

Figure 6-9 illustrates added mass contributions on WECSs 1, 5, 13 and 25. For comparison
purposes, the normalized added mass of an individual (isolated) WEC operating at the same
region and located at x; = x, = 0 (position of WEC 13 in the array), is also plotted. The
elements of the added mass matrix are normalized using the mass of a WEC with the considered
submerged volume, which equals 9.89 m3. Approximately 85.8% of this volume corresponds
to the cylindrical part of the WEC’s geometry and 14.2% corresponds to the oblate semi—
spheroidal part with semi—major axis equal to a and semi—minor axisequal to Ts = 0.2a (=T —

To).
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Figure 6-9. Normalized added mass contributions on WECs (a) 1, (b) 5, (¢) 8 and (d) 14. The normalized
added mass of an isolated WEC operating at the same region and located at x; = x, = 0 (position of
WEC 13 in the array), is also plotted for comparison. Relative position of the WECs is illustrated in the
auxiliary legend.

As it can be seen in Figure 6-9(b), the elements A;5; and A, ,5 of the added mass matrix
present almost identical behaviour due to the symmetry of the relevant position of the
corresponding devices on the x;x,—plane. However, minor differences are observed at the low
frequency range, which are triggered by the seabed profile variations. This effect is also evident
in Figure 6-9(c), as regards the added mass contributions of the WECs 6 and 10 on WEC 8. On
the other hand, the elements A,, , and A4, ,, of the added mass matrix behave identically [refer
to Figure 6-9(d)], since not only are the relevant positions of these devices symmetric on the
x1x,—plane, but also the devices 4 and 24 are located over the same isobath line.

Corresponding results concerning the hydrodynamic damping are illustrated in Figure 6-10.
The hydrodynamic damping data have been made non—dimensional by normalization with
respect to the product of the mass of a WEC and the angular frequency. The bathymetry induced
effects are also observable in the hydrodynamic damping data.
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Figure 6-10. Normalized hydrodynamic damping contributions on WECs (a) 1, (b) 13, (¢) 8 and (d) 14.
The normalized damping of an isolated WEC operating at the same region and located at x; = x, = 0
(position of WEC 13 in the array), is also plotted for comparison. Relative position of the WECs is
illustrated in the auxiliary legend.

Non-dimensional forces acting on WECs 1, 5, 13 and 25 (normalized by pgmAa?, where A
is the amplitude of the incident field at the region of incidence), are shown in Figure 6-11, for
wave incidence normal to the depth contours (8 = 0°), and for § = 30°. The figure shows both
the Froude—Krylov (FK) and diffraction forces. Corresponding results concerning an individual
(isolated) WEC operating at the same region and located at x; = x, = 0 (position of WEC 13
in the array), are also shown for comparison. It can be observed that the FK forces acting on
WEC 13 exactly match those acting on the isolated device, while the FK forces on the other
WECs present minor differences, depending on the local depth where they are located. The
diffraction forces present more complicated patterns due to intra—array interactions. As it can be
seen in Figure 6-11(c), the diffraction forces acting on the WECs 5 and 25 are identical in the
case of wave propagation normal to the depth contours, due to symmetry. This applies to any
two devices positioned symmetrically, with respect to the x, = 0 plane for g = 0°.
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illustrated in the auxiliary legend.

Response amplitude operators (RAQOs) of the WECs 1, 13 and 25 are illustrated in Figure
6-12, as computed by Eq. (6.16) for 8 = [0°,15°,30°]. The PTO stiffness is set to 10% of the
hydrostatic restoring coefficient (Cpro = 0.1pgma?), corresponding to magnitudes used in the

literature [210] and the PTO damping is defined as Bprg = jBC(ulj_WEC), where B(gf,.WEC) is the
mean hydrodynamic damping of an individual (isolated) WEC, operating in the under—study
region (see Figure 6-10 — gray lines), and j is a multiplying factor. Based on the above, the PTO
damping parameter is approximately equal to 2 j kN/s. Corresponding results concerning the

isolated WEC are also shown for comparison.
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As it can be seen in Figure 6-12, devices with which the wavefronts interact first exhibit
increased responses. This is attributed to the presence of reflected wave components generated
by the other devices in the array. Conversely, the WECs located further downwave experience
a shadowing effect due to the preceding devices. This results in reduced oscillation magnitudes.
This disparity in response magnitude is evident when comparing the responses of WECs 1 and
25, particularly when the incident wave field propagates at an angle of § = 30°; see Figure
6-12(c, i).

Figure 6-13 depicts the normalized power output by the same WECs (1, 13 and 25) for
different values of the multiplying factor j, as computed by Eq. (6.20) for g = [0°,15°,30°].
Results concerning the isolated WEC are also plotted for comparison. The above observation
concerning the response amplitude operators also holds for the normalized power curves, since
the RAO values are explicitly involved in evaluating the power output. The fact that the devices
that first encounter the wavefronts benefit from intra—array interactions also agrees with the
findings reported in Ref. [211]. Furthermore, as illustrated in Figure 6-13, the higher the value
of PTO damping, the better the devices perform at the low—frequencies range. The complicated
response patterns as well as the relationship between Power—Take—Off (PTO) damping and
device efficiency, across different frequencies, highlight the intricate nature of optimizing WEC
arrays for optimal energy extraction.

6.2.2. Q—factor of the WEC park

The g—factor is an index that quantifies the effect of hydrodynamic interactions among multiple
devices on the overall power absorption of a WEC array. It was first introduced in the late 1970s
[212] and it is defined as the ratio of the power generated by an array comprising M devices, to
M times the power generated by an isolated device. This ratio provides insight into how the
interactions within the array affect its efficiency. A g—factor less than one (g < 1) indicates that
the average power output per WEC of the array is reduced, compared to that of an isolated WEC,
operating in the same region. This suggests that the hydrodynamic interactions among the
devices are detrimental, resulting in a reduction in the overall power absorption by the array. In
other words, the presence of neighboring devices negatively influences each device's ability to
absorb wave energy. On the contrary, a g—factor greater than one (¢ > 1) signifies that the
interactions among the devices in the array act constructively [211]. In this case, the average
power output per WEC within the array exceeds that of an isolated WEC, indicating that the
devices benefit from their proximity to each other. This constructive interaction enhances the
overall power absorption of the array.

The g—factor of the considered arrangement, defined as,

Z::E:ZS) Pn(®, B;Bero, Crro)
M- F_)(lWEC)(a)aﬂ; Brro,Cpro0) ,
is shown in Figure 6-14, for different levels of the angle of incidence g and for different values
of the multiplying factor j, including the value j = 17.5, which corresponds to PTO damping

coefficient equal to Bprg = 35.14 kN/s.

d(®, B;Bpro,Cero) = (6.22)
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and (g-i) 25. Propagation

direction (a, d, g) 8 = 0°, (b, e, h) B = 15°, (c, f, i) B = 30°. The power output by an individual WEC

0 (position of WEC 13 in the array), is also plotted

for comparison. The relative position of the WECs is illustrated in the auxiliary legend. Cpro

0.6
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. 1WEC
B O

Figure 6-13. Normalized power output by the WECs (a—c) 1, (d-f) 13
operating at the same region and located at x,;

0.1pgma?, Bpro
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The latter value (Bpro = 35.14 kN/s) of PTO damping was found to be the optimum, as regards
the maximization of mean annual power output of this arrangement in the considered
geographical region, as analyzed in more detail in the sequel. Figure 6-15 illustrates a colorplot

of the considered arrangement’s resulting g—factor, as function of both the frequency and the
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angle of incidence, with the dashed lines representing the g—factor curves shown in Figure 6-14,
forj = 17.5.

In Eq. (6.22), P,, denotes the normalized power output by the m®* WEC of the 5 x 5 array,
for the given parameters, and P@wm is the normalized power output by the isolated WEC
operating at the same region and located at x; = x, = 0. It can be observed that in the low—
frequency range, the interactions between the WECSs within the array are minimal, resulting in a
q—factor that is approximately one. However, at higher frequencies, the g—factor exhibits a more
complex behaviour. This complexity is highly dependent on the angle of incidence. The
variations in the g—factor at these frequencies suggest that the interactions among the various
devices become more significant and intricate. Interestingly, the g—factor is much less sensitive
to changes in the Power—Take—Off (PTO) damping parameter. However, it is important to note
that PTO damping is crucial as regards the overall power absorption, as it enables the array to
be tuned so that it performs better at incident wave periods that carry the highest energy content,
in the region considered for deployment. The g—factor does not account for this critical aspect,
since the different curves are computed using the same PTO damping value for each WEC in
the array as well as for the isolated WEC. Consequently, the influence of PTO damping on the
array's performance across varying wave periods is not fully reflected in the depicted g—factor
curves and colorplot.

The value of Bpro required to optimize the annual power output is a consequence of the
selected devices’ low natural period in heave as compared to the sea states with the higher energy
content in the considered region. Furthermore, the natural period is further slightly reduced by
the considered PTO stiffness. Apparently, more massive devices would require less PTO
damping. However, in this work’s context the studied devices were chosen to measure three
meters in diameter, so that the presented results would be comparable to practical applications
[213]. In the general case, a simple estimation of optimum mass and diameter values (that
maximize the responses of freely floating bodies Bpro = Cpro = 0 and assuming that H = Hg
and T = T_,, could be determined by adjusting the natural period of WECs in heave motion to
approach the value of the period carrying the largest energy content in the region, based on the
nearshore wave climate data; see Figure 6-6. The latter period is usually slightly larger than the
mean wave period, due to the inherent positive correlation between the energy period and the
significant wave height.

6.2.3. Estimation of Absorbed Power

The TMA model [214] is used to reconstruct the wave spectra based on the time series of
nearshore wave data,

STMA(a); H s,T—lo,em) = S jon (60; H SiT—lolgm) f (a’;h) , (6.23)

where S;on (w ; Hs, T_19, 0;,) is the JONSWAP spectrum and f(w; h) is the TMA filter function.
Every spectrum of the series, constructed by Eq. (6.23), is discretized into a large number of
frequencies {w; = iAw,i = 1,2,3...}, where Aw is the frequency spacing, and all energy is
considered to be concentrated in the mean direction 6,,. The WEC arrangement is oriented
towards the northwest and specifically at 319 degrees; see Figure 6-4(b). Thus, in the case of
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incident fields coming from this azimuthal direction, the absorbed power by the WEC park is
evaluated using the results of the BEM-CMS model for g = 0°. Given the arrangement’s
symmetry with respect to the x, z—plane, the power curves for § = ,, are used to estimate power
absorption by indent spectra with 6,, = 319° + 8,. The power output of the 25-WEC system,
for each spectrum S(w;),i = 1,2, ..., is estimated as follows:

M =25

P= z Zpgan (hlya)i)Az(a)i)Em I:wiyﬂ(em); BPTO1CPTO:|1 (6.24)

m=l i
where A%(w;) = 2S(w;)Aw and P,, denotes the normalized power output by the m** WEC, for
the given parameters. Polar histograms of net incident and absorbed wave power are shown in
Figure 6-16.

Figure 6-17 shows a 10-year—long time series of the calculated power output by the
considered 5 x 5 WEC arrangement, operating north of the coast of Ikaria Island for j = 17.5,
which was found to be the value that maximizes the mean power production, for the considered
fixed Cpro value. The system’s mean power output is 15.29 kW, which translates to
134.03 MWh produced on an annual basis. The power output ranges from 0 kW to a maximum
of 289.84 kW. The probability density function of the annual absorbed power is illustrated in
Figure 6-18(a), while subplots (b—e) of the same Figure depict corresponding seasonal data. The
data presented have been obtained using results of the BEM-CMS model with a 2—degree
resolution in the angle of incidence starting from g = 0°. Thus, the normalized power curves
used for spectra with 6,, = 8,, + 1°,8,, = 0°,2°,4° ..., are approximated by the power curves
corresponding to 8,,,.
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Figure 6-16. Polar histograms (%) of (a) net incident wave power and (b) absorbed wave power by the

5 x 5 WEC arrangement. (Cpro = 0.1pgma?, Bpro = 17.5B5.E).
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Figure 6-17. 10-year—long time series of power output (in kW) by the considered 5 x 5 WEC
arrangement. (Cpro = 0.1pgma?, Bprg = 17. 53(1 WEC))

6.3. Discussion and future extensions

This Chapter focuses on the modelling and study of WEC parks, aiming to evaluate their energy—
capturing capacity and provide a supporting tool for optimization studies. Using a 3D Boundary
Element Method (BEM) combined with a CMS model, various factors that influence the
performance of WEC arrays, including intra—array interactions, seabed topography, PTO
parameters and wave incidence angles are analyzed.

In particular, the model evaluates the forces exerted on individual WECs, which is crucial
for assessing structural integrity and design, evaluates the hydrodynamic damping and added
mass matrices and provides insights regarding the layout, the geometry and the PTO parameters,
that could maximize power output. A case study is presented for a selected nearshore site, north
of the coast of Ikaria Island, located in the Eastern Aegean Sea region, using long—term
climatological data as obtained by an OtN transformation. The study illustrates the applicability
of the proposed method as a tool for the optimal design of the WEC layout. In addition, indicative
flow fields are presented and discussed, highlighting the effectiveness of the model in simulating
refraction / diffraction phenomena. The park effect (g—factor) is also quantified and presented
for the studied arrangement. Given the complex behaviour of the g—factor with respect to the
frequency and propagation direction, it becomes clear that optimization of the wave park’s
performance is a challenging objective. The intricate behaviour of the park effect coefficient
suggests that achieving optimal energy absorption requires careful consideration of a wide range
of factors.

The presented results demonstrate how wave energy can play a crucial role in addressing
the energy challenges faced by non-interconnected islands [85], which often depend on
imported, costly fossil fuels. However, challenges remain, such as the high initial investment
costs, installation and maintenance in harsh marine environments, as well as grid integration
issues.
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Figure 6-18. Probability density function of (a) annual and (b—e) seasonal absorbed wave power by the
considered 5 x 5 WEC arrangement. (b) Winter, (c) Spring, (d) Summer, (e) Autumn. (Cpro =

(1 WEC)

0.1pgma?, Bpro = 17.5B,, " ).
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Recent studies have shown that installing devices with different individual dimensions
within a park can improve the overall performance [215], which can be investigated using the
presented methodology, along with different shapes and arrangements of the devices, aiming to
maximize the power output. The performance of floating WECs could be enhanced by the
consideration of additional degrees of freedom [216]. Preliminary results in this direction have
been presented in Ref. [123]. In this case, the coupling between different DoFs could result in
large—amplitude angular oscillations of the WECs [217], which can prove to be an additional
important design parameter, as regards the survivability of the devices in harsh conditions.

It is important to highlight that theoretical modelling does not fully capture the complexities
of real-world dynamics, particularly under extreme sea states. For instance, recent experimental
studies have investigated the performance of scaled WECSs in intermediate water depths, using
extreme waves with a 50—year return period in the North Sea [218]. These experiments reveal
critical factors often overlooked in numerical models, especially in models based on potential
flow assumptions. The latter factors include non—linear phenomena, such as wave breaking and
overtopping, which can have a substantial impact on the devices’ behaviour and their ability to
withstand extreme conditions. On the other hand, although experimental studies provide
valuable insights, potential flow models offer a complementary approach by enabling the rapid
exploration of multi—parametric spaces. Therefore, these models facilitate a preliminary estimate
of optimized design parameters at a relatively low computational cost, making them a useful tool
for initial system evaluations.

Given the limitations of both theoretical models and experimental setups, future studies and
design methodologies should integrate both approaches, combining the predictive power of
potential flow (or higher fidelity) models with the practical insights from experimental data. This
integrated approach can ensure the development of robust, efficient and resilient wave energy
systems.
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7

INTEGRATION OF POINT ABSORBER WECS ON
BREAKWATERS

The possibility of installing WEC arrays on the exposed side of breakwaters or piers has been a
subject of research in the past few years. Apart from obvious benefits regarding the facilitation
of installation and maintenance, this can also augment the portion of captured wave energy, due
to effects of wall reflections that increase the responses; see, e.g., [219,220]. Recently, such
deployments were tested in areas of increased wave potential, as in the case of the breakwater in
the port of Heraklion, in the northern—central part of Crete Island, by SINN Power [221]; see
Figure 7-1. Integrating WECs with breakwaters presents a dual-purpose solution, where the
breakwaters serve not only as protective structures against coastal erosion but also as platforms
for renewable energy generation. This approach leverages existing infrastructure to reduce costs
and improve the economic feasibility of wave energy projects.

In this chapter, a variant of the 3D model presented in §6 is developed, specifically tailored
for simulating WECs integrated with breakwaters. In particular, the present chapter aims to
describe the modifications and enhancements to the BEM model, necessary to account for the
structural interactions between the WECs and the breakwaters, examine the hydrodynamic
performance of integrated WECs, including energy capturing efficiency, and provide insight as
regards the performance and cost—effectiveness.

Figure 7-1. (a) Array of heaving-type wave energy converters (WECSs) attached to a vertical wall. (b)
Installation of WECs at the breakwater of the port of Heraklion, Crete Island, Greece, by SINN power
[221].
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The breakwater is modelled as a vertical wall and its reflective effects are incorporated into
the evaluation of the response of the installed WECs. Additionally, hydrodynamic interactions
among multiple floating devices are considered. Specifically, the reflection effects are included
in the BEM solver under the assumption that an array of WEC devices is deployed on the
exposed side of a breakwater, which is idealized as having infinite length for the sake of
analytical simplicity. This assumption simplifies the modelling process by allowing for the
consideration of uniform and consistent reflective effects along the entire length of the structure,
eliminating the complexities associated with edge effects and varying boundary conditions and
enabling a more straightforward application of the BEM solver.

Numerical results are presented and discussed, focusing on the forces exerted on the WECs,
their responses, and power performance. The results incorporate the interactions among multiple
WECs and the breakwater wall, as well as the influence of power—take—off (PTO) parameters.
A significant contribution is the development and validation of a first—order model that can
provide valuable data at relatively low cost for the preliminary design of complex WEC
arrangements on breakwaters. The discussed model is capable of analyzing an extended range
of incident wave frequencies, taking into account the long—term wave climatology of the
installation site. Results obtained by the discussed methodology can play a pivotal role in
determining essential parameters, such as those related to the PTO system, and in conducting
preliminary assessments of both capital and operating expenses. In the context of this chapter, a
case study exemplifies this approach at the port of Heraklion, in the north—central region of Crete
Island in the South Aegean Sea, an area with significant wave energy potential. Utilizing long—
term climatological data, the proposed method is demonstrated, showcasing its utility as a tool
for supporting optimal design decisions.

In Section 87.1 of the present chapter, the mathematical formulation of diffraction and
radiation problems is discussed, accounting for the complex interactions of multiple floating
bodies acting as point absorber WECs in front of a vertical wall. More specifically, subsection
87.1 highlights the modifications relative to the methodology detailed in the previous chapter.
In subsection 8§7.1.2, verification of the current model is provided, accompanied by an
examination of numerical convergence.

The performance of the model is evaluated against data from the literature, confirming its
reliability and accuracy in simulating complex WEC configurations. Systematic results for
selected configurations are presented in 87.1.3, which includes a comprehensive analysis of the
power output of various WECs within an array. In Section 87.2, an analysis of long-term
performance is conducted, regarding the deployment of a WEC array at the port of Heraklion,
in Crete, utilizing case—specific climatological data. Annual and seasonal power output statistics
are presented, providing valuable insights into the effectiveness of such WEC installations.
Section §7.3 summarizes conclusions drawn from the chapter's findings. Additionally, it presents
promising areas for future research, emphasizing opportunities for advancing the effectiveness
and practical application of WEC simulations in engineering contexts.
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7.1. Mathematical Formulation and 3D BEM

Following the notation established in 86, an array of M identical single-Degree—of—Freedom
(DoF) heaving point absorber WECs is considered to be deployed on the exposed side of a
breakwater, operating in constant local depth h as depicted in Figure 7-3. The depth is assumed
to remain constant in the vicinity of the breakwater for simplicity and cost—effectiveness of the
developed methodology, as analyzed in more detail in the sequel. The array of floaters
experiences harmonic wave excitation and the magnitude and phase of each floater’s response
in heave is determined by the total surrounding flow field within the flow domain D. The latter’s
boundary comprises the seabed, the free surface of the water and the wetted surfaces of all
devices, but also the vertical wall that models the breakwater.

This analysis considers the hydrodynamic interactions among the WECs, along with
reflection effects caused by the presence of the vertical boundary, as illustrated in Figure 7-2 and
Figure 7-3. On the basis of standard hydrodynamic theory for floating bodies (refer to Appendix
A), the total field is decomposed into the incident, diffracted, and M radiated subfields. The
velocity field associated with each subfield is expressed by the gradient of the corresponding
potential function ®,(x;t), ®,(x; t) and ®,,(x;t), where m ranges from 1 to M.
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Figure 7-3. 3D sketch of the configuration, illustrating the various parts of the flow field boundary.
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The coordinate system x = (x4, x,,z) is used, with the origin placed at mean water level
(MWL) at the position of the vertical wall, so that the center of each WEC’s waterplane area is
located on the line x, = —d, parallel to the breakwater. This positioning ensures that the center
of each Wave Energy Converter’s waterplane area is aligned along the line x, = —d which runs
parallel to the breakwater. For the chosen origin location, the whole configuration is symmetric
with respect to the x,z—plane, as schematically shown in Figure 7-2 and Figure 7-3.

In the framework of the model discussed in this chapter, cylindrical-shaped WECs are
considered, characterized by a radius a and a draft T. Cylindrical geometry is chosen due to its
simplicity and the ease with which it can be modelled and analyzed. Furthermore, existing
literature provides data on cylindrical WECs placed in front of a vertical impermeable boundary
[219], supporting the validity and reliability of using this geometry in the analysis. However,
extending the presented methodology to accommodate different WEC shapes is straightforward.
For example, the numerical results derived in 86 indicate that the methodology can be applied
to various geometries, illustrating its flexibility and broad applicability. This applies not only as
regards the WEC shape, but also the local seabed topography. Consequently, the approach
remains robust and adaptable to different configurations, allowing comprehensive analyses of
different layouts.

Similar to the analysis discussed in 86, the above interaction problem is treated in the
frequency domain, assuming harmonic time—dependence of the form exp(—iwt), with w being
the angular frequency and i the imaginary unit. The resulting complex potential in the frequency
domain is,

w(x;ﬂ)z—lw{coo(Xﬁ )+ 04 (X 8) Zém(pm } (7.1)

where the terms —iw@,(x,8) and —iwe,(x, ), represent the complex amplitudes of the
incident and diffracted subfields, respectively, ¢,,(x,8),m = 1,2, ..., M, denotes the complex
amplitude of the radiation field produced by the unit—-amplitude vertical (heaving) oscillation of
the m*" device and ¢,, is the complex amplitude of the m™ device’s response in heave. For
more details, refer to §6.1.

The complex potential of the incident field, incorporating the reflection effects due to the
presence of the vertical wall, is assumed to be known, and for unit wave amplitude (4 = 1) is
given by

po(f)= 2 Coi:(st[(i:)h]) (% %2, ). where (7.2)
F (XX, 8)=¢ (lk(cos(ﬂ)x1+sin(ﬂ)x2))+

+Rexp(ik(cos(—,b’)xl+sin(—ﬂ)x2)). (73
In the above equations, B is the propagation direction (also shown in Figure 7-2) and R is a
reflection coefficient, which eliminates the reflection of the incident field (R = 0) in case of
propagation parallel to the wall (8 = 0° or 8 = 180°), or generates the reflected field (R = 1)
otherwise. Furthermore, k stands for the wavenumber, obtained by the dispersion relation, as
formulated at the local depth h,
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w? =k gtanh(kh). (7.4)

It is noted that Egs. (7.2) and (7.3) presuppose a fully reflective vertical boundary of infinite
length. The limitations of this assumption are investigated in Ref. [220] where it is shown that it
leads to reduced accuracy as regards the estimation of the heave excitation forces, especially at
low frequencies, compared to more realistic, finite—length breakwater cases.

The evaluation of the diffraction and the M radiation subfields is accomplished through the
utilization of boundary value problems (BVPSs), governed by the Laplace equation. These BVPs
are supplemented by appropriate boundary conditions (BCs) enforced at the various segments
of the boundary aD. The latter consists of the free surface of the water (dDgs), the wetted
surfaces of the WECs (dDys.,,» m = 1,2,...,M), and the impermeable boundaries of the wall
(0Dy,), and the seabed (0Dgg); see also Figure 7-3. The BVPs are fundamentally the same as
those defined by Egs. (6.8) to (6.12) in 86. However, significant modifications are introduced,
given the presence of the vertical boundary dD,,. More specifically, the flow domain extents
infinitely to the azimuthal directions & = tan~(x,, x;) € [r, 2], and is bounded by the vertical
boundary at x, = 0. As a result, the description of the incident field is now expressed by Egs.
(7.2) and (7.3) which incorporate reflective effects induced by the presence of the breakwater.
Moreover, an additional homogeneous Neumann boundary condition is imposed on dDy,, for
the evaluation of the diffraction and radiation fields,

OPm
406_()():0, XedDy, m=d,12,... M. (7.5)
n

Finally, given the assumption of constant local depth h, a mirroring technique is adopted to
reduce the computational cost of the present model as described in more detail in the sequel.
These alterations are crucial for the developed model to account for the influence of the vertical
boundary and to ensure a valid analysis of diffraction and radiation phenomena in the presence
of multiple devices along with the breakwater. The PML technique is humerically implemented
as described in 86. However, the PML activation curve is defined by a more complex curve
defined on Mean Water Level (MWL), comprising three linear segments and two 90-degree
circular sectors (see Figure 7-3). Moreover, the PML thickness is set to one local wavelength, as
defined by the dispersion relation for each frequency at the local depth h, since no alterations to
the wavelength are expected due to interactions with the seabed.

The modified BVPs described above are treated by means of a low—order panel method,
based on piecewise constant dipole singularity distributions and 4-node quadrilateral boundary
elements, ensuring continuity of the geometry of the various parts of the boundary [155].
Exploiting the assumption of constant local depth, the complex potential functions ¢,,,,m =
d,1,2,....M, are represented by,

jam )-nVG(x|x)dS(x'), xeD,x €D, m=d,1,2,..M. (7.6)

In Eq. (7.6), D denotes the boundary of D, excluding the seabed part (dDsg), while the
homogeneous Neumann BC on the latter part is accounted for by using the following Green’s
function for the Laplace equation in 3D in Eq. (7.6),
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G(x[x) = G(x[x)+G(x|%), (7.7)

which involves the contribution by the mirror point X = (x4, x,, —2h — z) with respect to the
horizontal seabed plane z = —h. Furthermore, ™ (x'),m = d, 1,2, ..., M are dipole strength
distributions defined on the boundary dD, which are obtained by means of the low-order panel
method, under the assumption of being piecewise constant on each element. The above
distributions, in conjunction with a discretized form of Equation (7.6), define the fields ¢,,, m =
d,1,2,....M. Following the notation established in the previous chapter (86), the potential
functions and the corresponding velocity fields are approximated by:

(P(X):ZP:UPCDP(X)1 V¢(X):ZP:GPUP(X)' (7.8)

where the summation ranges over all panels that discretize the reduced boundary dD of the flow
domain, indexed by p, and g,, is the singularity distribution’s strength on the p** element. An
important modification regarding the numerical implementation, as compared to 86, lies in the
definition of ®,, and U,,. In the context of the present model, these parameters represent not only
the induced potential and velocity from the pt"* element but also from its mirrored counterpart.
More specifically, the quantities ®,, and U,, are evaluated as induced potential and velocity by
both the actual and the mirrored elements, both carrying unit singularity distribution,
contributing collectively to the field point x; for more details see [156].

Numerical solutions are obtained using a collocation technique, satisfying each BC at the
centroid of the corresponding boundary elements on the different parts of the boundary dD. The
impermeability BC on z = —h is universally satisfied due to contributions by the mirrored
points, while the computational boundary mesh does not need to include dDgg, significantly
reducing the computational cost. Using constant normal dipole distributions on each
quadrilateral element, the induced potential matrix is analytically calculated via the solid angle.
Moreover, exploiting the equivalence of a constant dipole element to a vortex ring, the
calculation of induced velocity is obtained by repetitive use of the Biot—Savart law [156] (refer
to Appendix C). As concerns discretization, a minimum of 15-20 elements per wavelength is
applied to the discretization of the free surface boundary to eliminate numerical errors due to the
damping and dispersion associated with the above numerical scheme.

7.1.1.Mesh Generation and Power Output

A crucial component of the BEM formulation involves the generation of the computational
mesh. The discretization is achieved by incorporating structured meshes onto various boundary
surfaces. A key feature is maintaining continuous junctions between different mesh segments so
that global continuity of the discretized boundary is ensured. An illustrative example of a flow
domain’s boundary, comprising 12,332 quadrilateral elements and featuring 5 cylindrical Wave
Energy Converters (WECS), is depicted in Figure 7-4 and Figure 7-5.
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Figure 7-4. Top view of boundary mesh with the PML activation curve marked by a thick dashed line.

The numbering of WECs is also indicated.
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, also indicating the numbering of the WECs.

5. 3D view of arrangement and boundary mesh

Figure 7-

The above figures demonstrate the formation of free surface mesh sections surrounding each
WEC to ensure discretization continuity. The surrounding free surface mesh extends over a

resolution is applied to the near field (see Figure 7-4) and the wetted surfaces of the WECs to

certain number of wavelengths and integrates an absorbing layer. Additionally, enhanced grid
yield improved quality results.

Having calculated the diffracted and radiated subfields, the analysis proceeds identical to

., M of

1,2, ..

the previous chapter (refer to 86.1.3). Specifically, the heave response &, m

each WEC of the array is obtained by the following M x M linear system:

(7.9)
pra’T,

and p being the water density. The effects of the hydrostatic restoring forces, the PTO parameters

Fo(@, B)+Fq(@,B),
as well as the added mass and hydrodynamic damping matrices A(w) and B(w) and the forces
exerted on the devices are modelled as discussed in detail in 86.1.3 [refer to Egs. (6.16)—(6.18)].

[—a)z(M +A(a)))—|a)(B(a))+BpTo)+(C+CpTo):|g
where the inertia of the WECs is modelled by the diagonal matrix M = MI, with M
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The mean output power of the each WEC device is subsequently evaluated as,

1
Pout,m ZEG)ZBPTO|§m|2| (7.10)

and the normalized performance curves are defined as the ratio of the above result and the
incident wave power flux over the cross section of each device, given by the WEC waterline
diameter, considering a wave of height H = 24,

P — POUT,m
" 0.25pgH%C,a’
where C, denotes the wave group velocity, evaluated at constant depth h.

(7.11)

7.1.2. Model Verification

In this section, results obtained by the present model are compared against data from previous
research for verification purposes. In particular, the total Froude—Krylov (FK) and diffraction
vertical forces exerted on five cylindrical WECs of an array operating in a region of water depth
h =10m in front of a vertical impermeable wall are examined (see Figure 7-5). The
propagation direction is 8 = 90°, corresponding to wave incidence normal to the wall, and thus,
both the incident and diffracted fields present symmetry with respect to the central device. As a
result, the total forces acting on the devices 1 and 5, as well as the ones acting on devices 2 and
4, are equal. The WECs’ diameter is a = 1.4 m and the draftis T = 1 m. The distance from the
wall to the midpoints of the devices’ circular waterplanes is d = 6 m and the non—dimensional
distance between two adjacent WECs is L/a = 4. The above configuration is studied in Ref.
[220] assuming finite breakwater length.

Figure 7-6 depicts results concerning the normalized total forces F/pgAma?, exerted on
each WEC of the array, as functions of the angular frequency w, in the range [1 rad/s, 4 rad/s],
as calculated by the present model. The data are derived from the present BEM based on two
different computational grid settings, with different numbers of elements, in order to verify the
convergence of the results. In particular, a medium and a fine mesh are used. In the medium
mesh, the wetted surface of each cylindrical WEC is approximated by 1044 quadrilateral
elements, while in the fine mesh configuration, each WEC is represented by 1584 elements. The
surrounding free surface mesh spans 2.5 wavelengths and is redefined for each frequency. The
latter boundary part incorporates the absorbing layer, which is activated one wavelength before
the edge of the grid. In the medium mesh case, the free surface is discretized by 15 elements per
wavelength and the total mesh size varies from 22,000 to 26,000 elements (for higher
frequencies). The increase in the number of elements is a consequence of maintaining a
minimum of 15 elements per wavelength on the free surface parts surrounding the WECS, and
increased grid resolution is used in the near field; see Figure 7-4 and Figure 7-5. In the finer
mesh case, the free surface is discretized by using 17 elements per wavelength and the total mesh
size varies from 32,500 to 38,600 elements. As observed in Figure 7-6, the medium mesh
provides convergent results for all frequencies.
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Figure 7-6. Normalized total vertical forces F/pgAma? on WECs (a) 1 and 5, (b) 2 and 4 and (c) 3 of
the 5-WEC array; h = 10 m,d = 6 m,L/a = 4, f = 90°. (Data adapted from [220]).

Moreover, in Figure 7-6, the presented methodology’s predictions are compared against
numerical results from Ref. [220] which are shown by using dashed lines. As remarked above,
in the latter work the breakwater wall length is finite and equal to [,, = 18a and thus, the WEC
array spans the whole breakwater length. On the contrary, in the discussed model, the far—field
radiation condition is implemented by using an absorbing layer technique, and the results
practically correspond to infinite wall length. The above remark justifies the differences
observed between the two data sets. For angular frequencies lower than 1 rad/s, due to the
substantial increase in the wavelength, the consideration of the finite breakwater wall
configuration of Ref. [220] results in reduced reflection effects as compared to the present
method, which leads to major differences concerning the excitation forces, and therefore the
responses. On the other hand, the infinite wall assumption of the present model results in full
reflection of the incident field for all wavelengths, as described by Eqgs. (7.2) and (7.3), and the
WEC responses that will be examined in more detail in the sequel, especially for very low
frequencies, are severely affected by the field generated by the superposition of the incident and
reflected components.

7.1.3.Numerical Results

In this section, numerical results are derived and discussed for the case of an array consisting of
five cylindrical WECSs installed in an area of water depth h, with a/h = 0.225, T/h = 0.3,
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d/a =3 andL/a = 6. Moreover, following the notation established in 86, representative values
for Bpro = jBs3 4, are used, where Bss,, denotes a characteristic value obtained as the
frequency average of the calculated hydrodynamic damping coefficient B;; corresponding to
the middle (third) WEC of the array, and j is a multiplying factor, definedasj = [2,5,10]. The
PTO stiffness is taken to be Cpro = [0.1,0.2] ¢33, corresponding to magnitudes used in the
literature [210]. The case Bpro = Cpro = 0 is additionally considered, corresponding to an array
consisting of freely floating bodies in front of the breakwater.

The Froude—Krylov (FK) vertical forces acting on the WECs, normalized with respect to
(pgAma?) are depicted in Figure 7-7, as functions of the non-dimensional frequency @ =

w+/a/g, showing a strong dependence on the direction of propagation of the incident field. In
particular, Figure 7-7 shows the FK forces resulting from propagation at incident wave directions
30°,60°, and 90°, with the 90° case corresponding to normal incidence on the wall. The case
B = 0°, corresponding to incident wave propagation parallel to the breakwater, is also included.
The position of each device only affects the phase of the FK forces, except for the case where
B = 90°, in which the FK forces on all WECs share the same phase. It is observed in Figure 7-7
that in the low—frequency limit and 8 # 0°, the normalized FK forces approach 2, which is due
to wall reflection effects on the wave field. On the contrary, for 8 = 0° the wall reflection is
zero and has no effect. However, the latter case is not expected in practice, since for breakwaters
in nearshore / coastal regions, the bathymetry—induced refraction and shoaling effects on wave
propagation will result in incident waves with a direction component towards the breakwater.

Normalized diffraction forces on each WEC are illustrated in Figure 7-8 and it is observed
that these forces present complicated patterns as a result of the wall’s presence. Furthermore, the
diffraction forces on the WECs 1 and 5, as well as on the WECSs 2 and 4, are equal in the case of
normal incidence to the wall (§ = 90°) due to symmetry of the arrangement and the resulting
fields. It is noted that the magnitudes of the diffraction forces are different for each WEC in the
arrangement, as opposed to the FK forces.

5 Normalized Froude Krylov Forces

,_
Lh
7

Normalized |F 0\

<
n

0
0.3 0.5

wA/ (alg)
Figure 7-7. Normalized vertical Froude—Krylov forces on each cylindrical WEC, for incident wave
directions 8 = [0°,30°,60°,90°]. Geometrical parameters of the configuration, a/h = 0.225, T/h =
0.3,d/a=3andL/a = 6.
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Data concerning the diagonal components of the added mass and the hydrodynamic damping
matrices are presented in Figure 7-9. In particular, Figure 7-9(a) shows the diagonal elements of
the added mass matrix A (normalized with respect to the mass of each WEC: M = pma?T and
Figure 7-9(b) shows the (non—dimensional) diagonal elements of the hydrodynamic damping

matrix B as functions of the non—dimensional frequency w+/a/g.

For comparison, non—diagonal elements of A and B matrices, corresponding to the middle
(third) WEC of the array are presented in Figure 7-10.
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Figure 7-8. Normalized vertical diffraction forces on WECs (a) 1, (b), 2 (¢), 3(d), 4 and (e) 5, for incident
wave directions B = [0°,30°,60° 90°]. Geometrical parameters of the configuration, a/h = 0.225,
T/h=03,d/a=3andL/a = 6.
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Figure 7-9. Diagonal elements of (a) the added mass and (b) the hydrodynamic damping matrices, as
functions of the non—dimensional frequency, for a/h = 0.225,T/h=0.3,d/a =3,L/a = 6.
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Figure 7-10. Non—diagonal elements of (a) the added mass and (b) the hydrodynamic damping matrices,
as functions of the non-dimensional frequency, corresponding to the middle (third) WEC of the array,
fora/h = 0.225,T/h=03,d/a=3,L/a=6.

The response amplitude operators (RAOs) of each WEC are shown in Figure 7-11 for g =

[0°,30°,60°,90°], as functions of the non—dimensional frequency w\/m for the case of freely
floating bodies (Bpro = Cpro = 0). In this case, it is observed in Figure 7-11 that the responses
become significant for frequencies near the resonance, especially for § = 90°, as illustrated in
subplot (e) of Figure 7-11, which shows a zoom-in of the response of the central WEC in the
band of frequencies near resonance.

It is worth noting that the responses of the WECs are highly dependent on the gap between
the devices and the vertical wall. Especially in the case of normal incidence, the formation of
standing waves leads to low responses when the WECSs are centered on a node of the incident
field, which corresponds to wavelengths of length A such that 2n + 1)A/4 =d,n=10,1,2 ..,
where d is the distance from the WEC waterplanes’ midpoints to the breakwater (refer to Figure
7-2). For the considered case, this happens for wavelengths corresponding to non—-dimensional

frequencies wy/a/g = [0.716,1.25,1.61, ...] and the RAOs present a pattern similar to that of
the FK forces, which vanish at these points (refer to Figure 7-7).

138



The effect of PTO parameters on the devices’ responses is illustrated in Figure 7-12 for f = 90°.
In particular, Figure 7-12(a—c) shows the responses of WECs 1 and 5, Figure 7-12(d-f) shows
the responses of the WECs 2 and 4 and Figure 7-12(g—i) shows the responses of WEC 3 as
functions of the non—dimensional frequency. The PTO stiffness (Cprp) is set to 0 x ¢ 35 in the
first column of Figure 7-12, while in the subplots of the second and third columns, it is set to
0.1 xc3; and 0.2 x ¢33, respectively. The various subplots illustrate the responses for
Bpro=10, 2,5, 10] x B33 ,,. The above, for a dimensional configuration with a = 1.5 m,
respectively correspond to the following values of the damping coefficient: 0 Nsm™!,
2,331.37 Nsm™1,5,828.42 Nsm~' and 11,656.85 Ns m~1.
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Figure 7-11. Normalized responses of WEC (a) 1, (b) 2, (c) 3, (d) 4 and (f) 5 fora/h = 0.225,T/h =
03,d/a=3,L/a=6and B =[0°30°60°90°]. (¢6) zoom-in of the central (third) WEC’s response
in the band of frequencies near resonance. (Bpro = Cpro = 0).
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Figure 7-12. Normalized responses of each cylindrical WEC, for normally incident waves (8 = 90°).
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i) Cpro = 0.2 X ¢ 33. Responses of (a, b, ¢) WECs 1 and 5, (d, e, f) WECs 2 and 4 and (g, h, i) WEC 3.

The resulting performance index (normalized power output) for each WEC of the array, as
evaluated by Eq. (7.11), is illustrated in Figure 7-13. Specifically, the power output for
Cpro =0 % ¢ 33 is shown in the subplots of the first column (a, d, g). Corresponding results for
Cpro= 0.1 x ¢ 33 and Cprp = 0.2 X ¢ 35 are presented in the subplots of the second (b, e, h) and
third (c, f, i) columns. As expected, higher values of PTO damping lead to decreased peak values
of heave response. However, at the same time, they result in increased power absorption at low
frequencies, as shown in Figure 7-13, since the power output of the WECs’ is directly related to
the PTO damping, while the RAOs at frequencies below resonance are not gravely affected. As
regards the PTO stiffness, it can be seen, both in Figure 7-12 and Figure 7-13 that higher values
of Cpro, slightly shift the natural frequency and tend to keep the responses lower at the low
frequencies range (refer to Figure 7-12).
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Figure 7-13. Normalized power output by each cylindrical WEC, for normally incident waves (8 =
90°). PTO parameters: Bprp =2, 5, 10] X B33 4, (@, d, 9) Cpro=0 % c 33, (b, € h) Cprp=10.1 x ¢ 33,
(c, f, i) Cprp = 0.2 x ¢ 33. Power output be (a, b, ¢) WECs 1 and 5, (d, e, f) WECs 2 and 4 and (g, h, i)
WEC 3.

The discussed analysis focuses on the ideal flow case, providing preliminary estimations of
the system’s performance. While the results offer valuable insights into the dynamic behaviour
of the system, the effects of viscosity on the responses, as well as the influence of gap resonance
phenomena, have not been addressed. These parameters could be incorporated by introducing
additional damping terms into the model to account for viscous losses, so that the dynamic
behaviour is more accurately captured. However, the precise impact of such effects, along with
their implications on the overall efficiency of the WEC array, remains an open area for further

investigation.
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7.2. Case Study in the port of Heraklion

The nearshore area at the port of Heraklion, situated on the north coast of Crete Island, in the
Southern Aegean Sea, is studied as an example of the application of the developed methodology
in the Greek Seas region; see Figure 7-14. The above nearshore area is characterized by relatively
increased wave potential [57] and is thus considered to demonstrate the applicability of the
present method, as regards the evaluation of the WEC array’s power output.

The wave climatology in the studied area is based on a long—term time series, covering the
10-year period between January 2013 and December 2022, at the offshore points with
geographical coordinates 35°30°'00” N-25°00°00" E and 35°30'00" N-25°30'00" E, as
derived from the ERA5S database [149]. The relevant information includes significant wave
height (H,), mean energy wave period (T_,,), and mean wave direction (6,, — measured
clockwise from the North) with a 3-hour temporal resolution. Based on the above data, the
offshore wave climatology is derived and presented in Figure 7-15. An Offshore—to—Nearshore
(OtN) transformation technique is used to generate nearshore wave data at the target point
located at a distance in front of the breakwater with geographical coordinates
35°21'15" N-25°09'00" E, as shown in Figure 7-16. The calculations are based on the SWAN
nearshore wave spectral model [150].

Offshore wave conditions, represented by appropriate spectral parameters (significant wave
height, mean wave period, and mean wave direction), are considered known all along the
seaward boundary from which directional spectra S(f, ) are reconstructed using the JONSWAP
frequency spectrum, in conjunction with a hyperbolic cosine spreading function. The
bathymetric data used are obtained from the General Bathymetric Chart of the Oceans (GEBCO)
[208]. The coastline data utilized are sourced from the Global, Self—consistent, Hierarchical,
High-resolution Shoreline Database (GMT—GSHHS), which is made available under the GNU
Lesser General Public License, [162].

Figure 7-14. (a) Map of the Southern Aegean Sea and the coastal port area of Heraklion in Crete Island
shown using the yellow rectangle. (b) Port of Heraklion and protective breakwater. The site of the WEC
arrangement is indicated by the yellow rectangle. (Source: Google Earth).
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Figure 7-15. Wave climate data at the offshore points with geographical coordinates (a, ¢)
35°30'00" N-25°00'00" E and (b, d) 35°30'00"” N-25°30'00" E. The bivariate Hs— T_;, Statistics are
presented in subplots (a, b) and the corresponding polar histograms in subplots (c, d).

The primary driving factor of the system under investigation is the offshore wave conditions,
which are uniformly distributed along the seaward boundary. Using these offshore boundary
conditions, the phase—averaged model SWAN is employed to compute the wave conditions
within the computational domain, ensuring adequate spatial resolution, as illustrated in Figure
7-16. The basic equation used in the model is the radiative transfer equation expressing action
balance [209] (refer also to Eq. (6.21) in §6.2).

Selected results are presented in Figure 7-17 concerning the spatial distributions of the
calculated significant wave height in the domain corresponding to characteristic wave conditions
at the offshore boundary. It is clearly seen in this figure that the transformation of wave
conditions includes refraction—diffraction and shoaling effects, as well as the sheltering effects
by the small island (Dia) at the northern side of the domain. The derived nearshore wave
climatology, at the target point located at a distance of about 3.5 km from the port of Heraklion
breakwater and water depth h = 15 m, as obtained by the OtN transformation, is presented in
Figure 7-18, and the corresponding basic statistics of the offshore and nearshore wave
parameters are listed in Table 7-1.
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Figure 7-16. Numerical mesh for the application of the SWAN model, applied to derive the nearshore
climatology at the target point in front of the Heraklion port breakwater shown by using a yellow circle.
Offshore points are shown by using red circles.
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Figure 7-17. Calculated results of the OtN wave transformation technique using SWAN, in the nearshore
coastal site of Heraklion in the northern—central part of Crete Island, corresponding to characteristic wave
conditions at the offshore boundary. Incident waves from (a) North and (b) North—West directions.
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Table 7-1. Basic statistics of wave parameters at the offshore and nearshore points.

Point Hg(m) T_10(s) BOpear 1(deg) BOpear 2 (deg)
Offshore 0.93 4.70 285 360
Target (TP) 0.67 4.38 315 345
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Figure 7-18. Nearshore wave data at the target point located at a distance of 3.5 km in front of the
Heraklion breakwater and depth h = 15 m, as obtained by the OtN transformation.

7.2.1. Estimation of absorbed power

The power output of the examined WEC array is quantified by considering the arrangement
of five cylindrical WECs at the Heraklion port breakwater, where the local depth is considered
constant and equal to h = 6.67 m. The floater radius is 1.5 m, and a PTO system characterized
by the parameters Bppo= 10x Bs3,, (corresponding to Bprp = 11,656.85 Nsm™') and
Cpro= 0.1x ¢33, is considered. All incident wave energy is assumed to be concentrated in the
direction normal to the breakwater. This assumption simplifies the calculations by eliminating
the need to consider wave directionality. In shallow waters, wave refraction causes the
wavefronts to align with the bathymetry contours (refer to Figure 6-7(d) in 86.2.1), which makes
the above assumption reasonable for modelling purposes. A 10-year—long time series of
nearshore wave parameters, covering the period from January 2013 to December 2022 is used
to reconstruct wave spectra using the TMA model (see e.g. Ref. [214] and 86.2.3). Specifically,
the output power time series of the 5-WEC system is estimated as,

P= Zslipgac (CUi)Pk (a)i;BPTO) , (7.12)

k=1 i=
where P, (w;; Bpro) denotes the normalized power output of the k" WEC, at frequency w; and
the given Bpro , Cprp , that is estimated using data from the power curves shown in Figure 7-13.
Moreover, the coefficients A% (w;) = 25(w;)Aw, represent the amplitude of the spectral field at
frequency w;,i = 1,2,....N, where N is the number of frequencies used to discretize the
spectrum S(w;) and Aw denotes the constant spacing.
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Figure 7-19. 10—year—long time series of nearshore wave data and power output by the considered 5-
WEC arrangement at the breakwater. (a) Significant wave height Hg (m). (b) Mean wave period T, (5S).
(c) Output power by the system (kW). The mean values are indicated by using dashed lines.

Figure 7-19 illustrates the calculated 10—year—long time series of nearshore wave data and
power output, by the considered 5-WEC arrangement at the breakwater of Heraklion port. The
annual and seasonal statistics of power production by the system are presented in Figure 7-20
and Figure 7-21, respectively, including data concerning mean values and several other

statistical parameters.
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Figure 7-21. Seasonal statistics of the power output by the considered 5-WEC system at Heraklion port

breakwater.

Based on the above data, the mean power output of the system is 2.04 kW, corresponding
to an annual energy production of 17.7 MWh, and the power production ranges from zero to a
maximum value of about 25 KW. For comparison, the corresponding output concerning the same
system without the breakwater wall effects is estimated to be 2.3% lower.

7.3. Discussion and Optimization Considerations

In this chapter, a 3D hydrodynamic model based on the boundary element method (BEM) is
presented and discussed, aiming to evaluate the performance of WEC arrays consisting of
multiple heaving bodies attached to the exposed side of a breakwater, which is modelled as a
vertical wall. The model accounts for the reflective effects by the wall as well as the
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hydrodynamic interactions among the multiple devices. Numerical results are presented,
accounting for effects of various parameters on power performance, including interactions of
multiple floaters, the breakwater wall, as well as the power—take—off (PTO) system parameters.
Furthermore, a case study is presented based on data of the above numerical model in
conjunction with wave climate data at the port of Heraklion, situated on the north coast of Crete
Island, in the Southern Aegean Sea, obtained by an Offshore—to—Nearshore transformation
technique.

Although the present ideal flow model does not consider the influence of viscosity, which
could become significant at specific frequencies associated with gap resonances [200], it still
provides useful results in an extended frequency range and could be exploited for the preliminary
evaluation of the system performance and the optimal design and construction contributing to
the decarbonization of energy in harbors and neighbor coastal sites. Furthermore, the present
BEM method can be easily applied to investigate more general shapes of axisymmetric floaters
in one or more degrees of freedom, as well as to study the effects of various control strategies,
such as latching techniques that are frequently applied to maximize the power output of the
device, by constraining some of the operational characteristics [222].

The energy production potential of the studied configuration could be further enhanced
through optimal design improvements, refining key structural and operational aspects.
Furthermore, considering additional benefits, compared to offshore installations — which include
the ease of installation, the simplicity of maintenance as well as the simpler grid connection —
the advantages become even more prominent. These factors not only reduce the complexity of
implementation but also contribute to the long—term sustainability and cost—effectiveness of the
system. Given these considerations, WEC arrays constitute a valuable contribution in supporting
the transition to greener energy solutions in ports and harbors. By integrating these energy
production systems, port facilities can reduce their dependence on conventional energy sources
and play an active role in promoting the adoption of renewable energy. This aligns with the
growing interest in port electrification [223,224], a key development in recent years aiming to
reduce emissions and enhance energy efficiency within port operations, thus contributing to the
broader efforts towards the reduction of the environmental impact of maritime operations and
the enhancement of coastal infrastructure sustainability.

Regarding practical applications of the considered energy stations, it is evident that the
selected devices’ natural period in heave can be selected or tuned to coincide with the wave
period carrying the highest energy content, based on local wave climatology, in order to
maximize the power production. Another critical factor in optimizing energy absorption is the
distance of the floaters from the breakwater. As demonstrated by the presented numerical results,
the presence of the breakwater can lead to the formation of standing waves in the area, under
certain conditions. This phenomenon creates locations of nodes and antinodes, which
significantly influence the energy content available for harnessing. Therefore, it is essential to
carefully optimize the positioning of WECSs to ensure that they are not located at a node, where
the wave amplitude is minimal, but rather at an antinode, where the energy density is the highest.
Of course, due to the stochastic nature of the incident wave spectra, achieving perfect alignment
with the antinodes cannot be guaranteed at all times. Nonetheless, it remains crucial to consider
this factor and optimize the arrangement of the floaters for specific wavelengths, taking into
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account local wave climate data. Further enhancements in power output can be achieved by
systematically applying the developed BEM model to optimize various other system parameters,
including dimensions, inertial properties and PTO parameters.

In addition to optimizing the latter parameters, a key area for improving design efficiency
lies in reducing the computational cost of the simulations. The BEM model, that was developed
and discussed in the present chapter, can be used to calibrate reduced—order models, such as the
one presented in Ref. [197]. The latter model is based on the modified mild slope equation
(MMSE) and it offers the advantage of rapidly scanning a multidimensional parameter space.
These reduced models can help identify the most promising subdomains of performance,
allowing for a more effective design process. Once the optimal design configurations are
identified, a full 3D BEM (or higher fidelity) model can be applied in the final stage to verify
and fine—tune the solution, ensuring that the most efficient parameters for energy conversion are
selected. This approach can significantly accelerate the design process while also enhancing the
overall accuracy of the performance predictions.
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8

CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

The present dissertation investigates how the marine environment affects the performance of
offshore photovoltaic (PV) systems, mainly focusing on the hydrodynamic aspects. Offshore PV
systems are examined both in the form of floating energy production units and in configurations
mounted on vessels. The operation of wave energy parks comprising multiple point absorber
devices is also modelled and investigated, as part of the broader objective of developing the
computational tools necessary for studying hybrid wave—solar offshore energy systems. The
modelling relies on BEM algorithms, combined with several complementary techniques,
including absorbing layers, mirroring and Coupled Mode Systems. The hydrodynamic theory
used to develop the BEM models is briefly presented in Appendix A, while details regarding
numerical implementation are discussed in Appendices B and C, for completeness purposes.

As concerns FPV units, the results presented in 83 and 84 indicate that the dynamic motion
of floating platforms caused by wave activity can negatively impact the performance and power
output. Although the drop in power output is not excessive for sea states typically encountered
in the Mediterranean, it remains an important factor to consider for optimizing the overall
efficiency and long—term viability of floating photovoltaic systems. This effect could be
mitigated or potentially reversed by the cooling effects posed by the marine environment, which
enhance PV efficiency. A simplified method to incorporate cooling effects into the analysis is
discussed in Appendix D. However, the results presented in the main body of the present work
do not incorporate these factors. Thus, the modelling of floating photovoltaic systems, along
with the combined effects of dynamic motion, cooling mechanisms, and grid connection
challenges, remains an interesting topic for further investigation. The accurate estimation of the
effects of cooling (as well as wind loads) requires high—fidelity models or experimental
measurements, as air flow is highly complex and influenced by factors such as compressibility,
turbulence, temperature gradients and surface roughness. Therefore, refined models are needed
for more accurate predictions.

The solar ship concept is examined in 85 based on a 33—meter—long catamaran vessel. The
modelling relies on a hybrid BEM formulation that incorporates a combination of steady and
unsteady models, used to treat the combined effects of incident flow and waves interacting with
the twin—hull vessel, supporting an accurate calculation of the total resistance (including the
added-wave resistance component) along with the dynamic responses. The effects of forward
vessel motion in the analysis cannot be properly accounted for by using dipole singularities in
the BEM models. In this case, it is necessary to use source elements, which makes the overall
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modelling process more computationally demanding (refer to Appendix C). The results indicate
that while the mounted PV system can significantly contribute to the vessel's energy demands,
the actual contribution depends on several factors, including the vessel's operational profile and
the weather conditions. Furthermore, in this case the cooling effect is expected to be significantly
enhanced, due to increased apparent wind speeds resulting from the vessel’s forward motion
(refer to Appendix D). Although the solar PV system can reduce reliance on conventional fuel
sources, it is clear that supplementary power from traditional fuels or other energy sources is
still required, especially during periods of low sunlight or high energy demand. Therefore, while
solar—powered maritime transport solutions are promising, they are likely to be most effective
when combined with other energy systems, ensuring increased reliability and sustainability.

The hydrodynamic modelling of wave energy parks, comprising several point absorber
devices, is addressed in 86 and §7. In particular, 86 discusses the operation of such parks in
nearshore regions, accounting for several environmental and operational factors. These include
the local wave climatology and seabed topography, as well as the WECs’ shape, dimensions,
spacing and PTO parameters. The results reveal a complex behaviour of the wave energy park’s
q—factor, showing that intra—array interactions can influence the generated power either
constructively or destructively. The presented numerical results further demonstrate that the g—
factor is highly sensitive to combined variations in frequency and wave propagation direction.
Refraction phenomena caused by depth reduction in a selected nearshore region are also
modelled, quantifying the effects that they pose both on the forces acting on the floaters and the
hydrodynamic coefficients’ matrices (refer to Appendix A). Chapter 87, extends the modelling
to study arrays of point absorber WECs attached to port breakwaters. In this case, additional
reflection phenomena due to the presence of the breakwater need to be included in the analysis.
Consequently, the optimization process involves a broader set of parameters compared to WEC
parks in open sea conditions, accounting for the interactions between multiple floating devices
along with the breakwater. On the other hand, the proximity to shore significantly simplifies
maintenance activities, reducing operational costs. Additionally, the shorter distance to the
electrical grid facilitates easier and more cost—effective grid connections, enhancing the overall
economic viability of the system. This synergy between renewable energy generation and port
infrastructure optimization makes WECs on port breakwaters an attractive solution for
advancing marine energy technologies.

An exciting prospect lies in the integration of wave and solar energy technologies (see Figure
8-1). This concept involves hybrid platforms where floating PV systems are mounted on floating
structures supported by WECs, allowing the simultaneous capture of solar and wave energy.
Such systems could optimize the use of marine space while leveraging shared infrastructure,
providing a multifunctional solution to increase renewable energy yields. Notably, this hybrid
configuration offers the added benefit of reducing the motions of the platform, as the WECs act
as dampers while simultaneously generating power. Consequently, losses in solar system
efficiency due to excessive platform motions can be mitigated. While the present thesis has
explored the fundamentals of these technologies, further research is needed to unlock the
potential of such systems.
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Figure 8-1. Photorealistic illustration of hybrid wave—solar floating unit.

Advanced structural designs, motion—dampening mechanisms and robust mooring systems
could reduce the impact of wave—induced motion on PV output. Additionally, the durability of
floating PV components under long—term exposure to saltwater needs to be further investigated.
For integrated wave—solar platforms, research should evaluate the interaction between wave
motion and energy generation, assessing whether wave activity can enhance WEC performance
without significantly affecting PV output. Economic feasibility studies and pilot projects will be
crucial to determine the viability of these hybrid systems on a larger scale. Additional challenges
related to the deployment, operation, and sustainability FPV systems include improving the
towing and launching processes, as well as designing robust anchoring systems for deep—sea
installations, ensuring stability in remote, deep—water environments, prone to extreme weather
conditions. Moreover, the development of specialized operation and maintenance vessels,
appropriately equipped for harsh offshore conditions, is essential for the continuous and safe
operation of these systems [225].

Another promising offshore renewable energy solution is Floating thin—film photovoltaics.
This technology harnesses solar energy at sea while minimizing hydrodynamic impacts. As they
are designed to operate on the waterline, these systems maintain thermal equilibrium with the
water and are thus characterized by improved energy conversion efficiency. One of the main
motivations for the development of the above concept was the lower hydrodynamic impacts on
the mooring lines [226], which are expected to result in significantly lower mooring costs
compared to other offshore renewable energy technologies.

Other important areas of research in offshore photovoltaics include the environmental and
socioeconomic impacts of deploying large—scale PV or hybrid units. Understanding their effects
on marine ecosystems is crucial for ensuring sustainable deployment, as the introduction of large
structures into the marine environment could alter local biodiversity and affect ecosystems (see
e.g., [227]). Research is being conducted to evaluate the long—term impacts on marine life and
how these systems can be designed to coexist with the surrounding environment, potentially
even benefiting marine ecosystems by providing artificial reefs or creating new habitats [228].
Additionally, investigating the social and economic implications of these technologies is vital
for ensuring that they provide net benefits to local communities, especially in remote coastal
areas or islands that are not connected to larger power grids.
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Integrating energy storage solutions, such as batteries, into these systems could significantly
enhance their reliability by addressing the inherent variability in energy generation from solar
and wave resources. Efficient storage technologies would enable these hybrid systems to deliver
uninterrupted power, even when solar or wave energy generation is minimal, thereby enhancing
overall stability and energy accessibility in remote areas.

In conclusion, hybrid energy production systems that combine wave, solar, and wind energy
technologies have the potential to transform the use of offshore renewable resources. This
integration offers a more stable and diversified energy mix, as wave energy is often more
predictable than solar power, particularly during cloudy or nighttime periods, while wind energy
can boost the energy production by generating power during times of low sunlight or wave
activity. By incorporating multiple renewable resources, these systems become more resilient
and reliable, ensuring a consistent energy supply, despite fluctuations in individual resource
availability. Such technologies represent a sustainable and efficient approach to clean energy
production, contributing significantly to the global transition away from fossil fuels. The future
of offshore renewable energy depends on creating integrated systems that harmonize
environmental, economic, and social advantages, setting the stage for a sustainable future.
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Appendix A

HYDRODYNAMIC THEORY FOR FLOATING BODIES

In order to study the dynamic interaction phenomena between a floating body and the
surrounding fluid, the former is often considered to be rigid. This assumption is valid for bodies
of small dimensions, where the effects of deformation can be neglected without significantly
impacting the accuracy of the analysis. However, for larger structures such as long ships or
extensive offshore platforms, this assumption may introduce errors due to the more pronounced
effects of elasticity and deformation under the action of marine loads (see e.g., [229]). Despite
these limitations, the rigid body assumption remains valid within the scope of the work discussed
in the present thesis, where the primary focus is on small to moderately sized floating bodies.
This appendix provides a brief overview of linear hydrodynamic theory for floating bodies and
ships, that is extensively used in the context of the present thesis, based on Ref. [230].

Any floating structure can freely move on the surface of the sea, and thus can move in all
spatial directions. Therefore, following the above assumption, it has six Degrees of Freedom
(DoFs), since it is free to move in the three—dimensional space (i.e., it can perform three linear
motions and an equal number of rotations).

Loads (forces and moments) that develop on the structure are due to various causes. Apart
from the hydrostatic loads, there are loads due to the prevailing sea state, the wind, joints (i.e.,
anchoring) etc. The coexistence of all the above, makes the accurate determination of the
developed loads particularly complicated. To simplify the analysis, some of the loads are often
omitted, due to a small percentage of contribution to the total acting forces and moments. Finally,
the equations of motion are derived by appropriately formulating the Momentum and Angular
Momentum Change Theorems.

| L AT OE
Free Surface ‘ oz ‘
» T
R; G

Figure A-1. Sketch of freely floating body of general shape.

Let [B] be a rigid body which floats freely on the sea surface dDgs. The center of mass is

denoted by G, O is a body—fixed reference point and R, stands for the vector 0G. Furthermore,
r represents the vector radius from the point O to any differential mass element dm of the studied
floating body and r is the vector radius from the point G to the same differential mass element
dm. The (absolute) velocity U, (r; t) of the element dm(r) at a given time instant ¢ (see Figure
A-1), is given by,

Ugn(rt)=U+Qxr, (A.1)
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where U = (U, U,, U3) is the velocity of the reference point 0 and Q = (Q,,Q,,Q53) is the
angular velocity of the body at the same time instant in 3D space. The momentum of the element
dm is then given by the product (U + Q X r)dm, while the angular momentum of the same
element with respect to the point O is expressed by the product r x (U+ Q X r)dm.
Consequently, the total momentum and angular momentum are respectively given by integration
of the above relations over the volume,

dmdZm(U+sz><r)o|m :IVBpB(U+er) dVs, (A.2)
dlnlnTo ;rx(U+er)dm:ijpBrx(U+Q><r) dVs, (A.3)

where pg is the floating body’s density, V is the total volume of the body and dVj is the
differential volume element (dm = pg dVg). It must be noted that, for the case of a floating
body with forward speed (e.g., ship), the body—fixed reference point O is not stationary, but
moves along with the body, at speed U;. Therefore, the Angular Momentum [Eq. (A.3)] refers
to a moving center. This fact must be taken into account for the correct formulation of the
Angular Momentum Change Theorem. Based on the above, the theorems of momentum and
angular momentum change are expressed as,

%UVB/)B(UJerr)dVB}:F, (A.4)

%[I\/ pBI’x(U+er)dVB}+MUXUG =K, (A5)

where F,K are the total exerted loads (forces, and moments with respect to the point 0,
respectively) and the term MU x U, on the left-hand side of Eq. (A.5), is due to the fact that the
reference point O moves at speed Uy;.

The above equations are a first general form of equations of motion of a freely floating solid
body (e.g., ship). Egs. (A.4) and (A.5) are vector differential equations, which, broken down into
components, correspond to six differential equations, which involve two unknown vector
functions of time: the velocities U(t) and the angular velocities Q(t). These functions can be
expressed by means of six position functions, i.e., the six degrees of freedom of the solid body.
Thus, under the hypothesis of a completely non—deformable solid body, it seems that the system
formed by Egs. (A.4) and (A.5) is "closed" (six equations, six unknown functions), and may thus
be solved so that the velocities and motions of the body can be determined. However, this is not
the case, due to effects of the surrounding fluid. Specifically, the right—hand side terms of the
motion equations, i.e., the loads F and K, include effects of the surrounding fluid, which are
functions of the position and velocity of the solid body (since any movement of the floating
structure, whether triggered by wave loads or by any other cause, creates outgoing wave fields
which affect the surrounding flow field). Thus, the right—hand terms of the equations of motion
[Egs. (A.4) and (A.5)] contain not only known quantities, but also quantities that depend on
(unknown) functions of the left-hand side. Consequently, the loads F and K must be understood
as operators which depend not only on the geometry of the entire hydromechanical system,
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including the geometry of the floating structure as well as the seabed topography that may be
characterized by local irregularities, but also on the unknown functions U(t) and Q(t).

A.1. Reference Frames (Coordinate Systems)

To analyze the kinematic and dynamic quantities involved in the equations of motion of a freely
floating rigid body, various coordinate systems can be employed. The most significant of these
are a stationary reference frame relative to the Earth's surface, which will be briefly referred to
as S.S., and a body—fixed system, briefly referred to as B.S., which is firmly attached to the
floating body and tracks all its movements (this coordinate system is also called stability system).
In certain situations, moving reference frames that are not body—fixed are also employed. One
such instance is the study of the dynamic behaviour of a ship moving with a non-zero average
speed while simultaneously performing oscillatory motions around its mean position, due to the
influence of waves. In such cases, in addition to the two systems (S.S. and B.S) mentioned above,
a moving system is also employed, briefly referred to as M.S., which follows the ship's mean
motion. This system can be inertial (if the ship moves at a constant mean speed and zero mean
angular velocity) or non—inertial in the general case (for instance, when the ship maneuvers).
Another interesting situation, in which a moving non—body—fixed system must be employed, is
the study of the dynamic behaviour of two (or more) floating bodies. In this case, the motion is
usually referred to a body—fixed system on one body, which is moving, non—inertial and non-
body—fixed relative to the other. The three systems (S.S., B.S. and M.S.), with their
corresponding notations for the unit vectors and the position vector in space, are presented in
Table A-1.

Table A-1. Reference frames used in the study of dynamic behaviour of floating bodies.
Coordinate System Notation
Stationary System (S.S), X10, X20, Xzo  The plane x;x,o coincides with the undisturbed
free surface of the water. The x;—axis is positive

110, 120, I'30

r above the free surface.

0

Moving System (M.S) X1, X2, X3 System moving with the mean horizontal velocity
iy i, s of the floating body. If the mean velocity is zero,
) Y the M.S. coincides with the S.S.

Body—fixed System (B.S.) X1g, X8, Xgg Oystem firmly attached to the floating body,

(Stability system) tracking all its movements. In the case where the
floating body has planes of symmetry (e.g., ship),
the planes of the axes are chosen to coincide with

the planes of symmetry.

I8, 128, 138
s

A.2. Degrees of Freedom

A floating solid body, like any other rigid body moving freely in space, has six Degrees of
Freedom (DoFs). That is, its position in space is fully determined by means of six independent
generalized coordinates. The first three generalized coordinates (&;,&,, &;) are selected to be
the Cartesian coordinates of a reference point O with respect to a stationary (space—fixed)
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Coordinate System. For this purpose, a Cartesian coordinate system x = (x;,x,,x3) IS
introduced, with the origin placed at the mean water level, coinciding with the structure’s center
of flotation?, with the x;—axis pointing upwards.

The rest of the generalized coordinates, (6,4, 8, , 65), are chosen to be the angles of rotation
about the axes Ox;, Ox, and Ox; respectively. Therefore, the generalized coordinates are
defined as follows:

§,86,,&: Cartesian coordinates of the body—fixed reference point O, relative to the
coordinate system moving at the body’s average speed.

0,6, ,05: Rotations around the body—fixed axes Ox, 5, Ox,5 and Ox;g, Which, in the
first order, are identical to the corresponding rotations around the three axes
0x,, Ox, and Ox5 of the Coordinate System moving at the average velocity
Ug.

The rotations 6,, 6, , 65 will hereafter be denoted as: 6; = ¢&,, 6, = &5, 65; = &, defining
the response vector &,.(t),k = 1,..,6 which, in the context of linear wave theory, fully
describes the dynamic behaviour of the floating body. The first and second derivatives of &, (t)
with respect to time define the velocities and accelerations in the corresponding generalized
direction. In the case of ships and floating structures (as well as other 6-DoF rigid bodies) the
motions have specific names, which are presented in Figure A-2.

X3 |

| &3 (Heave)

X3
&5 (Sway)
i
--------- S (éurgc)
T & (Rol)

Figure A-2. Nomenclature of ship (or floating body) motions.

A.3. Equations of motion of a floating solid body

To analyze the vector equations of motion for a freely floating solid structure, an appropriate
coordinate system (C.S.) must be selected. Using the latter C.S. the vector differential equations
are converted to six differential equations expressed in terms of the components of linear and
angular velocity.

Using a stationary coordinate system presents significant disadvantages:

! The geometric center of a floating body’s waterplane. The structure rotates about this point if subjected to an
external force.
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= The body's geometric and inertial characteristics with respect to a stationary system become
time—dependent and intricately linked to the unknown velocities.

= Most measurements are taken using accelerometers fixed to the body, providing direct
components of inertial accelerations in body—defined directions.

Therefore, a body—fixed reference system is preferable. The origin is chosen to coincide
with the body—fixed reference point O, aligning the angular velocity of the coordinate system
with that of the floating body. This maintains the geometric and inertial characteristics constant
over time, relative to the body—fixed coordinates,

d d

a( VB,DB(U-l-QXI'B)dVB)=IVBpBa(U+erB)dVB, (AG)
d d

E(J.VB'OBrB X(U-l—QXI’B) dVB):.[VB’OBE{rB(U_FQXrB)} dVg, (A.?)

where ry is the position vector defined in the body—fixed reference frame. Therefore, the analysis
of the left-hand—side members of the equations of motion of the freely floating body in
components with respect to the body—fixed coordinate system, requires analysis in components,
with respect to the same system, of the inertial derivatives

d d
a(U+Q><rB) and a{rB(U+9xrB)}. (A.8)
The analysis of the above derivatives with respect to the body—fixed system is achieved by
applying the following equation, which states that the time derivative of any arbitrary (inertial)
vector a(t) is equal to its time derivative in the rotating frame S(t), which rotates at angular
velocity Q(t), plus the cross product of the angular velocity Q(t) and the vector a(t),
da(t)

T=ata(t)\sm+9(t)><a(t). (A.9)

Using Eq. (A.9), the inertial derivatives involved in the theorems of momentum and angular
momentum change are expanded as follows,

d

E(U +Q><rB) = GtU_—rB x8t9+QxU+Q(Q-l‘B)—l‘B (Q'Q) (A.10)
Linear Terms Non-Linear Terms

%{I’B(U +erB)} =Trs ><atU‘|‘(1'B ~rB)8tQ—rB (rB 'at9)+

Linear Terms (All)
re(U-Q)— U(rs-Q)+(rs xQ)(re - Q).
Non Linear Terms
The noted linearity / non—linearity in Egs. (A.10) and (A.11) refers to velocities U(t) and Q(t).
That is, the terms noted as non-linear are terms that contain products of the velocity components
of the form U, Q,,, or Q;Q,,.
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A.3.1. Linearization

Assuming that all components U, (t), Q,(t), k = 1,2,3, are “small”, implying that all non—
linear terms are of second order and can be neglected, and by using the following nomenclature
for “small” quantities,

Uk(t)zuk(t), Qk(t):a)k(t), k:1,2,3, (A12)
the derivatives involved in the theorems of momentum and angular momentum change [Egs.
(A.10) and (A.11)] are simplified as,

%(U+er5)= O —1g x0®, (A.13)
%{rg (U +er3)} = rgx0u+(rg -rs)00—rg (rs - 0,0). (A.14)

By substituting the above expressions in the equations of motion [Egs. (A.4) and (A.5)] and
neglecting the non-linear term MU x U,; involved in Eq. (A.5), the following linearized form of
the equations of motion is obtained,

('[VBdeVB)atu—(IVBpBrdVB)xatm:F, (A.15)

([, porsdVs Jx o+ [, ps{(Fs-ra)ow—rs(rs-00)jave =K.

*

(A.16)

These equations, transcribed in matrix form, are extensively used in the scope of the present
thesis. Below is the necessary nomenclature that allows the expression of the inertial
characteristics of the body [left-hand members of Eqgs.(A.15) and (A.16)] in matrix form,

IV psdVs =M = Mass of the body, (A.17)

IVBpBI‘BdVB =J=(j1uJ2 j3)=MRs =M (Re1,Re2,Res). (A.18)

The second term of the left-hand side of Eq. (A.16) is rather complicated and requires further
attention. If rg = (1,13, 13) and 0, w = (w4, W,, w3), then the term becomes,

-[VBpB {(I’B . rg)ﬁtm—rg (rB 8t(y))}dVB =
3 3 3 3
:-[V pB{Zrkzzd)mim _zrkikzrmé)m}dVB =
8 k=L m=l k=1 m=1
= IV pB {(rzz + r32)d)1 — rlrzd)z — I’1I’3d)3} dVB . i]_ +
. _ (A.19)
+ J-VB pB {—rzrla)l + (I’12 + r32)0)2 — r2r36(>3} dVB o+

+ J-VB PB {—I’3I’l([)1 — I’3I’2(i)2 + (I’12 + rzz)a.)g} dVB ‘i 3=

3 3 3
= (ZIlkd)kJil +(212k0)kji2 +(213kd)kji3.
k=1 k=1 k=1
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In Eq. (A.19), 1is the inertial tensor of the body with respect to the axes of the body—fixed
system, defined as,

3

i = .[v Ps (Z re _rkzjdVB, k=123, (A.20)
B m=1

Ly = _L pefdmdVs, k=m, k,m=123. (A.21)

The terms I, k = 1,2,3 are the moments of inertia and the terms I,,,, k, m = 1,2,3, k # m are
products of inertia (cross—inertia) of the examined body in relation to the body—fixed coordinate
system. Using the Egs. (A.17), ... ,(A.21) and analysing in components with respect to the axes
of the body—fixed system, Egs (A.15) and (A.16) are transformed into the following six
differential equations,

Mu 1 + 0 + 0 + 0 + J 3(()2 - J 20.)3 = Fl
0 + |\/|U 2 + 0 - J 3((.)1 + O + \] 1(2)3 = Fg
0 + 0 + MU 3 + J 2((.)1 - J 16()2 + O = F3

. . . . . . (A22)
0 - J 3U» + J oU3 + | 1101 + | 12002 + | 1303 = K]_
J 3U1 + 0 - \] 1U3 + I 210)1 + I 22(()2 + I 236()3 = K 2
—J 2L]1 + J 1U2 + O + I 310.)1 + I 320)2 + I 330)3 = K3

where

Uy, Uy, Us are the rates of change of the inertial velocity u, with respect to the body—fixed
system (components of d,u),

w1, w,, w5  are the rates of change of the angular inertial velocity w, with respect to the
body—fixed system (components of d,w),
F,,F,, F4 are the components of the force F and

K, K,, K; are the components of the moment K.

The six equations contained in Eq. (A.22) can easily be written in matrix form. Grouping
these equations into the three “equations of forces” (first three equations), and the three
"equations of moments", they can be written in the form,

Mpul._]-i-M F@Q:E, (A23)
Mld+My,0=K

(A.24)

where 1, w, F, K are 3 X 1 matrix representations of the vectors d,u, d,w, F, K, respectively,

ul C(')]_ F]_ Kl
g: UZ ) C_{): Cl‘)z ) E: FZ ’ KZ KZ ' (A25)
ng d)g FS K3

and Mg, Mg, Mg, Mg, are 3 X 3 matrix representations of the inertia characteristics, which
according to Eq. (A.22) are equal to,
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M 0 0 FERNNN PUT PF
M= 0 M 0|, My,=|la T I,
0 0 M s T2 s
0 5 -, (A.26)
MFa’):_MKu: —Js 0 Jl
J, - 0

As observed in Eq. (A.23), the “equation of forces” includes not only linear accelerations u but
also angular accelerations w. Similarly, the “equation of moments” includes both angular
accelerations @ and linear accelerations 1. Therefore, the equations of forces and moments are
coupled and the coupling depends on the tables Mg, and M,, which are functions of the
quantity J = MR = MOG. Hence, in the case of a freely floating body, the equations of forces
[Eq. (A.23)] are decoupled from the equations of the moments [Eq. (A.24)], if the reference
point of the velocities (0) coincides with the center of mass (G). In this case, the equations
reduce to

(A.27)
(A.28)

An equivalent matrix representation of Eqgs. (A.23)—(A.24), which is used extensively in the
present thesis is the following,

Mu=F,or ZG“Mkmum:Fk, k=1...86, (A.29)
m=1
where

M 0 0 | 0 J; -3,
0 0 | -3 0
o o ™M | J, -3 O

M:(MF"‘ MF“”jz - L .o (A.30)

M Mg '

0 _\]3 \]2 | Ill I12 |13
-J3 0 _\]1 | |21 |22 |23
-J, J 0 | I3 3 33

is the generalized inertial tensor of the body and i, F are 6 X 1 matrices (6—dimensional vectors)
defined as,

l-]1 l-]1 Fl Fl
U, U, F, F,
l:|3 l;|3 I:3 F3
u — def ’ F — def ' .
- U4 d)]_ - F4 Kl (A 31)
U5 d)z F5 K2
Us W3 Fe K,
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where U .3 = @,k =1,2,3 and Fy 3 = K, k = 1,2,3. The 6-dimensional vector F, which
includes the vectors of forces and moments exerted on the body, is also called the generalized
load vector. Respectively, the 6-dimensional vector u, which includes the components of the
linear and angular accelerations of the body with respect to the body—fixed coordinate system

(i.e., the vectors d,u and d,w) is also called generalized acceleration. Finally, given that u = ¢,

.. 6 ..
MézEvorZMkmgm:Fk! k:1’16 (A32)
m=1

A.3.2. Linearization in the case of a floating body with forward speed

In the case where the floating body (ship) moves at a “high” average speed U,; = (U, 0,0) along
the x,—axis, while simultaneously performing “small” oscillatory motions with respect to all its
degrees of freedom, it can be assumed that,

Uy =U +us (), Uy =u(t), k=23 and (A.33)

Qy :a)k(t):Uk+3(t), k=123. (A.34)

In this case, the products u,u,, k,€ = 1,2..,6 can be considered negligible (second order)
compared to the linear terms and can thus be omitted. However, the products of the form Uu;
are comparable to the linear terms and cannot be ignored. Based on the above, the non-linear
terms on the right-hand sides of Egs. (A.10) and (A.11) are linearized as follows,

QxU=Uwsi, —Uw,iz + O(Uyan), (A.35)
Q(Q-rg)—rz(Q-Q) =0(w@), (A.36)
rs(U-Q) =Uawrg + O(uyan), (A.37)
-U(rg - Q) =—U(rz -®)i; + O(uxa) , (A.38)
(rg xQ)(rs - Q) = O(w@,). (A.39)

Moreover, linearization of the term MU X U results in,
MUxUg =UJ10, — J1)i, +U (J1w5 — J301)i3 + O(Uiwy). (A.40)

Inserting the above relations [Egs. (A.35)—(A.40)] into the equations of motion [Egs.
(A.4),(A.5)], and writing the latter in matrix form yields,

MeU+Me,0+UMe, 0 =F, (A.41)

MU +My,@+UM, 0 =K, (A.42)
where the new matrices Mg, and My, are equal to,
0 O 0 0 -J, -Js

Mg=l0 0 M|, M, =|0 J; 0 | (A.43)
0 -M O 0 0 Jy

Egs. (A.41) and (A.42) can also be expressed in unified matrix form — analogous to Eq. (A.29)
— as follows,

165



Mu+UNu=F, (A.44)

where
0O 000 O 0
0O 000 O
N:(Nkm)GXGZ(O Mij= 0.0 0 0 -M ° (A.45)
0 Mk, 0 0 0 0 -J, -J;
0 0 00 J 0
0O 000 O Ji

Finally, taking into account that the generalized acceleration equals 1 = i Eq. (A.44) becomes,

.o . 6 .. .
ME+UNE=F , or D Min&n +UNimén = Fi. (A.46)

m=1

A.3.3. Hydrostatic Loads

To maintain simplicity in the analysis, the zero—speed case is considered hereafter. The total
(constant) forces and moments (relative to a reference center) that develop due to the permanent
part of the hydrostatic pressure, are balanced by the body’s weight. However, when a floating
body performs small motions around a position of stable hydrostatic equilibrium, additional
hydrostatic loads develop. The right-hand-side of Eq. (A.32) represents the total loads acting
on a floating structure, which in the general case include hydrodynamic, hydrostatic and external
components. By isolating the hydrostatic components, their individual contributions to the
overall loading condition can be better understood. The additional hydrostatic loads act as
restoring forces (and moments) and are defined as,

E(hydrostatic) — —C g ’ (A47)
where C is a 6 X 6 matrix of the form:
0 0 0 0 0 0
0 0 0 0 0 0
0 0 Cu Cul Cuf 0
C= 2 1,2 ' (A.48)
0 0 C43| Cu C45| 0
0 0 Cuf Cul” Ci O
0 0 0 0 0 0
where
Cas = pgA, (A.49)
Ca =Cus = pghy, (A.50)
Css =Css = pgA, (A.51)
Cu =MgGB + pgA, (A52)
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Cus =Cs =—p0As, (A.53)
Css = MgGB + pgAu. (A.54)

In the above equations, M is the mass of the floating body, A is the waterplane area and
Ay, A are the first and second moments of inertia of the waterplane area, respectively, defined
as,

A= IAXk dA, Aq = J-AXkadA- (A.55)

Furthermore, GB is the vertical distance between the center of gravity G and the center of
buoyancy B of the floating body, considered positive when B is higher than G. The elements of
C define the hydrostatic coefficients of the floating body. The notations Cy,,| ¢ (respectively
Ciem | ¥ is used to state that the corresponding hydrostatic coefficients are zero when the plane
x;p = 0 (respectively the planes x;; = 0 and x;; = 0) is a symmetry plane of the geometry.

The form of the Matrix C, and specifically the fact that its first, second and sixth lines (that
correspond to surge, sway and yaw motions) are zero, reflects the natural fact that horizontal
motions (that is motions on the horizontal plane — lacking a vertical component), do not induce
hydrostatic reactions.

Based on the above, the equations of motion [see Eq. (A.29)] of a body oscillating around a
position of stable hydrostatic equilibrium becomes,

ME+CE=F® + F (D), (A.56)

A.3.4. Hydrodynamic Loads

Ignoring viscosity and assuming irrotational flow (potential flow) the velocity field v(x,t) is
expressed by a velocity potential ®(x, t) via the relation,

v(xt)=VO(xt), xeD, (A.57)

where D is the geometric domain occupied by the fluid. If p(#P) = pHD)(x, t) is the
hydrodynamic pressure exerted on the wetted surface area, the developing hydrodynamic loads
(forces and moments) are given by the following equations,

F#0) = [[ p) (x,t)ncSs, (A.58)

dDg

K<HD)=” P (X,t)rxndSs. (A 59)
dDg
The above two relations can be written in a unified form with the aid of the generalized (six—
dimensional) “normal” vector n = n,, k = 1,..,6, which is defined as follows: n,, n,, n; are the
three components of the (usual) normal vector, and n,, ns, ny are the three components of the
vector r X n, that is,
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n4=r2n3—l’3n2
Ns =rNg—InN; . (A.60)
Ng=IN,—r,N

Based on the above, Egs. (A.58) and (A.59) can be expressed as,

F (HD) _ J'J' p(HD)(X,t)nkGSB, k=12,.....,6. (A.61)

oDg

Furthermore, since the motions and velocities of all points of the hydromechanical system are
assumed to be small, the hydrodynamic equations can be linearized, in accordance with the
corresponding linearization of solid body motion equations. Under these conditions, the
hydrodynamic pressure p®P) is expressed by the velocity potential via the relation,

oD (x,t)

pt (x,t)=—p =—p ®(xt). (A.62)

Therefore, the hydrodynamic loads [Eq. (A.61)], which are exerted on the floating body by the
surrounding fluid, are given by,

F (HO) :—p”%x’t)(x,t)nkﬁsg, k=12,.....,6, (A.63)

oDg

where, due to linearization, dDgz now denotes the mean position of the body’s wetted surface.

A.4. The General Hydrodynamic Problem

The discussed hydrodynamic problem involves two unknown fields, namely the velocity
potential ®(x,t) and the free surface elevation n(x,, x,,t), which plays the role of a time
dependent (unknown) upper boundary of the flow domain D. The unknown positions and
velocities of the body are also involved in the formulation. The two unknown fields ®(x,t) and
n (x4, x,, t) must satisfy the following equations and conditions:

= In the interior of the flow field D = D(n), the potential ®(x,t) must satisfy the Laplace
equation, which expresses continuity (conservation of mass) and the irrotationality of the flow
field,
VaD(x,t)=0, xeD. (A.64)

= The condition that applies on the body’s wetted surface imposes continuity of the normal
velocities of the fluid and the solid body (impermeability condition),

6
aq)a(r):’t) =(u+mxr)n =u~n+m~(rxn)=25knk, x € 0Dg. (A-65)
k=1

= On the free surface dDgg, two Boundary Conditions (BCs) apply, namely the dynamic
condition (pressure = constant), which after linearization is written in the form,
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0D(X1, X2,1)

ot +gf7(X1,X2,t):O, XE&DFS M) (X3 =0), (A66)

and the kinematic condition (vertical velocity of the surface = vertical velocity of surface
elements of the fluid), which after linearization becomes,
G(I)(Xl, Xz,t) . 57](X1, Xz,t)
OX3 ot

, X € aDFS Linearization (X3 — O) . (A67)

Eliminating the unknown field n(x, x,, t), which expresses the free surface elevation from
Egs. (A.66) and (A.67) results in the following (mixed) condition for ®(x, t),

02M(Xy, X7,1) g 0D (X1, X2,1)

o % 3 (A.68)

= At the seabed (in cases of shallow or intermediate water depth, where there is interaction of
the flow field with the seabed), the potential function must satisfy the impermeability
condition,

od(x,t) _

0, Xxe€0Dg. A.69
on = ( )

= The above conditions must be supplemented by an appropriate “infinity condition”, which
describes the behaviour of the potential, in large distances from the body, i.e., when |x| — oo.
Such conditions can be implemented in several ways. In this dissertation’s context, the
treatment of the flow fields’ behaviour at infinity is treated by perfectly matched layers
(absorbing layers) or Dirichlet-to—Neumann (DtN) operators that match the computed
solutions to known analytical relations that apply outside of the computational domains.
Another way to treat the “radiating” behaviour of the computed fields is the Sommerfeld’s
radiation condition, see e.g., [152].

Assuming that the whole hydromechanical system is characterized by time—harmonic
behaviour with frequency w, it holds that,

®(x,t)=Re{p(x)exp(iwt)}, (A.70)

where ¢(x) plays the role of the complex amplitude of the time—harmonic quantity ®(x, t).
Similar representations, involving complex amplitudes, can be defined for every quantity that
changes harmoniously with time, e.g., the free surface elevation, or the studied structure’s
response in the k" generalized direction,

Ex (t):Re{fk exp(ia)t)},kzl,z,...,G, (A.71)
1 (X1, X2,t) = Re {77 (xu, X2 )exp(iot)} , (A.72)

where the tilde is introduced to denote complex amplitudes. An equivalent representation for
Egs. (A.70)—(A.72), can be derived by considering harmonic time dependence of the form
exp(—iwt). In the present work’s framework, both the above formulations are used.
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Replacing the above representations in the BVP described by Egs. (A.64)—(A.69), results in
the following,

V2p(X)=0,xeD, (A.73)
00(X) &, =

(gf] ) =kZ_1:lco§k N, X € 0Dsg, (A.74)
2 op(X
2 p(x)+ i )=0,XG8DFS, (A.75)
g OX3
8‘;2‘) —0, X € 3Dss. (A.76)

From Eq. (A.74) it is evident that the potential of the total field is coupled to the motions of the
floating body. Moreover, the dynamic equations of motion [Eqg. (A.56)] which, using the
representations of complex amplitudes [Eqgs. (A.70)—(A.72)] become,

[(iw)?M+C]&E =E @0+ F(tO) (A.77)

are coupled to the field’s potential by the expression of the hydrodynamic forces [Eq. (A.63)].

Egs. (A.73)—(A.77) form a complete system of coupled equations in terms of the potential
and the body’s responses, which can be used to determine the harmonically oscillating behaviour
of the hydromechanical system. Prior to that however, the body’s equations of motion must be
uncoupled from the hydrodynamic equations. This is achieved by introducing an appropriate
linear decomposition of the potential function which allows for the hydrodynamic interaction to
be expressed via hydrodynamic coefficients, that are independent of body motion.

A.4.1. Decomposition of the flow field

The linearity of Egs. (A.73)-(A.76) allows for the introduction of the following linear
decomposition for the complex potential,

(%)= 0 (X)+ 04 (X)+ X, i0E@pi (%). (A.78)

In Eq. (A.78), @, denotes the complex amplitude of the incident field while ¢, stands for the
diffraction (or scattering) potential. This potential describes the “modification” imposed on the
incident field due to the presence of the floating body, with the latter being maintained stationary
at its mean position. In cases where the water depth is constant or the water is deep, ¢, is
analytically available. Otherwise, it must be evaluated by appropriate numerical schemes; see
e.g. [81,82]. Furthermore, ¢, can be evaluated as solution to the BVP described by Egs. (A.73),
(A.75) and (A.76) (for ¢ = ¢4) using the following boundary condition on the wetted surface,

0ps(X) __09s(¥) oD, (A.79)
on on

which leads to the superposition of the incident and diffracted fields to satisfy a no—entrance
condition on dDg.
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Assuming that the floating body performs forced oscillations of frequency w and (complex)
amplitude &,k = 1,2,...6, and that enough time has passed following the initiation of body
motion, (and therefore the transient effects have died out), the surrounding fluid will be
performing an oscillating motion of the same frequency w (due to linearity). The total potential
of the resulting flow (stimulated exclusively by the motion of the body) will then be a time—
harmonic function of the form,

D g (x,t) =Re{pg(x)exp(int)}, (A.80)

which must also satisfy Eqgs. (A.73)—(A.76). The form of the impermeability condition on the
wetted surface [Eqg. (A.74)], combined with the assumption that the fluid is not stimulated by
any other cause, other than the oscillation of the body, lead to the following linear decomposition
for the radiation potential,

o (X)=Y" iw&apc(X). (A.81)
Substituting the above equation in Eq. (A.74), results in,

3 gk(awk(x)] 3 iw&ni, xedDg = (A.82)

3 & (a‘”krfx) jzo, X € D . (A.83)
Applying Eq. (A.83) for &, = 1 leads to,

a“’akrfx) =N, k=1,2,...6, X € Ds. (A.84)

Therefore, the (radiation) potential of the flow induced by unitary oscillation of the body towards
the k" generalized direction can be evaluated as solution to the BVP defined by Egs. (A.73),
(A.75) and (A.76) (for ¢ = @) supplemented by Eq. (A.84).

A.4.2. Decomposition of the hydrodynamic loads

Based on the decomposition of the complex potential, as it is described in the previous
subsection, the loads exerted on the floating body are equal to [see Eq. (A.63)],

6 ~
FHP) = —(ia))zp A” PoNOSg + Aﬂ PaNOSe +PZ§(I @ ndSg | =
e aDs =t s (A.85)

6
FOk + de + Z F[k .

In the above equation, an incident field of amplitude A has been considered, which leads to a
diffraction field scaled by the same factor. Additionally, the potential functions of the incident
and diffracted fields have been multiplied (and divided) by (iw) so that this term can be factored
out from the entire set of expressions that define the total potential. It should be noted that an
additional term (iw) was already present in the equation due to differentiation with respect to
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time; [see EqQ. (A.63)]. Therefore, the total hydrodynamic loads comprise the following
individual terms:

= The Froude—Krylov loads (forces and moments)
Foe =—(i0)" pA [[ poniSs, (A.86)
dDg
which are solely due to the undisturbed incident wave field. They can be calculated directly
(without solving the hydrodynamic problem), by integrating the pressure of the undisturbed
incident flow field (multiplied by the corresponding component of the generalized normal
vector) on the wetted surface.

= The diffraction loads (forces and moments)
de :—(Ia))sz.“. ¢dnk833 y (A87)
dDg

that are due to the dynamic pressure induced by the diffraction potential. For their calculation,
it is first required to solve for the diffracted field.

= The radiation loads (forces and moments)
F(k :—(ia))ng(.”- ¢(nkaSB, k:l,Z, ...... ,6, (A88)
dDg
that are due to the pressure fields “radiated” by the oscillating body. These loads result from
integration of the pressure field that is produced by the body, when the latter performs forced
oscillations of unitary amplitude towards the k" (generalized) direction, on the undisturbed
— by any other reason — free surface.

A.4.3. Hydrodynamic coefficients

By setting
IT 4 =p” @MN0Sg, (A.89)
aDB
the expression of the radiation loads becomes,
Fu=—(io) &M 4. (A.90)

The quantities I1,;, depend not only on the geometry of the floating body (and of the whole field,
in general), but also on the frequency of motion, since the radiation potentials depend on both
the geometry and the frequency [via the free surface BC — Eq. (A.68)]. Furthermore, the
existence of a free surface and a fluid extending to infinity (in all horizontal directions) lead the
potential (and therefore the quantities I1,;) to take complex values. Based on the above, I,
equals

[Ty =TT k(@) = Ax (w)‘i‘% Bu (o), (A.91)

where A, (w) and By, (w) are real numbers. Introducing the above equation in Eq. (A.90) results
in,

Fie = Fa(@) =—(i0)" £ An (@) ~i0E Ba (@) (A92)
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Thus, the radiation loads in the frequency domain, are split in two parts (per frequency):

= one proportional to the acceleration [£, = (iw)?2&,] of the floating body, with ratio coefficient
A (w) which is called added inertial coefficient (added mass or added moment of inertia,
depending on its units), and

= one proportional to the velocity [¢, = (iw)&,] of the body, with ratio coefficient B, (w),
called radiation damping coefficient.

Based on the above analysis the equations of motion of the floating body [expressed in the
frequency domain; see Eq. (A.77)], assuming that there are no external forces, become,

(ia))z(M +A(a)))%+(ia))B(a))-%+C-& =Fo(w)+Fq (o). (A.93)

A.5. Numerical Implementation

Solutions of potential flow problems in hydrodynamics, that are governed by the Laplace
equation — such as the one discussed here — can be obtained by distributing elementary solutions
(of the governing equation) of continuously varying strength on the flow domain’s boundary.
This property derives from the ability to reformulate the problem and express it as a boundary
integral equation (see e.g., [133]), and it also applies to problems governed by other linear
differential equations (e.g., Helmholtz, Poisson’s equation, etc.), for which the superposition
principle holds. The latter principle states that a linear system’s response to a set of inputs equals
the sum of responses to each individual input.

The first order BEM (Boundary element method) formulation is built on the basis of the
assumption that the singularity strengths are piecewise constant on a discretized version of the
studied domain’s boundary and thus, the solution is reduced to computing a finite vector that
defines the (constant) strength of the singularity distribution on each of the “pieces” (panels or
boundary elements). The elements can be linear segments in the case of a formulation in two
dimensions, or 2D panels in three—dimensional analysis. More specifically, in three—dimensional
analysis the panels can take many different shapes, such as triangular or rectangular. Although
the former shape offers more flexibility in the modelling, rectangular (4-node) elements
facilitate the definition of structured meshes, due to simpler connectivity relationships to
adjacent elements. (Higher order BEM formulations also utilize 8 or more nodes on each panel;
see e.g., [231,232]).

The potential and velocity at any specific point inside the domain (or on its boundary
surface) is evaluated as the summation of contributions by the complete set of boundary
elements, each scaled by the corresponding (unknown) strength. Furthermore, the governing
equation is inherently satisfied by any arbitrary strength distribution, due to linearity. The
method’s application involves setting an influence matrix that quantifies the boundary
conditions’ expressions on a set of points on the boundary, evaluated as the sum of contributions
by all the elements carrying unit singularity strength. A linear system is then established to
determine the strength distribution that satisfies the boundary conditions at the selected set of
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points. Consequently, the boundary conditions are not universally satisfied over the
corresponding surfaces, but only at the selected set of points (collocation points, see e.g. [233]).

The 3D numerical models developed and discussed in this dissertation’s framework utilize
4-node quadrilateral elements, carrying constant dipole or source distributions. For
completeness purposes, the 4—node quadrilateral element is presented and analyzed in Appendix
B. Additionally, the calculation of induced quantities (potential and velocity), by a quadrilateral
element carrying dipole and source distributions is included in Appendix C.
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Appendix B

THE QUADRILATERAL ELEMENT

Considering a quadrilateral element placed on a 3D domain’s boundary, a parametric coordinate
system (&3, ¢&,) is introduced, bounded in [—1, 1], as shown in Figure B-1. Consequently, by
using isoparametric coordinate transformation, the rectangle [—1, 1]2, which is defined in the
parametric space (&4, &,) is transformed to the 3D surface S of the quadrilateral element, defined
in the physical space, as

X(&,&2) = X (&) X (61,.E2) Xs (E1,E2) | = Zxk (én.&2), x€8, (B.1)

where x = (x4, X, x3) are the Cartesian coordinates of a point with intrinsic coordinates (&,, ;)
and x;, are the coordinates of the element’s corner nodes k = 1,2,3,4, numbered as illustrated in

Figure B-1.

Physical Space Parametric Space

(—11) ) (L1)

B (50400 4

L iy

2 (xl(z)’x§2)’x§2))

Figure B-1. Mapping of a 4-node quadrilateral element from the Physical Space (R3) to the Parametric
Space ($1,¢2).

The general expression of the shape functions, with respect to the node numbering
introduced in Figure B-1 is,

Ny = (1+§fk’§1J[1+ ézz‘k)fzj, k=1234, (82)

2

where (f("), 62(")) are the local coordinates of the k" corner node (see Figure B-1). The individual
shape function for each node is given in Eqs (B.3)-(B.6); see Figure B-2.
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(B.3) (B.4)
(B.5) (B.6)
Figure B-2. Individual shape functions for each node of a quadrilateral element.
The tangent vectors, parallel to the ; and &, directions can be evaluated as,
4 ON :
e‘;;:l :ﬁzz—k (gl §Z)Xk =
651 k=1 aél (B 7)
_(&L X1+ 17c: Xy + 1+ X3+ e X4
4 4 4 4
4. ON ,
eézzﬁx :z k(§1 52) =
852 k=1 852 (B 8)
B e VS ot VU (-0 VOO (10 O
4 4 4 4
and the Jacobian determinant of the transformation is,
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Any function f(x),x € S can be integrated on the surface S of the quadrilateral element by
integration in the unit square defined in the parametric space (&, ;), multiplied by the local
value of the Jacobian determinant,

” dS Ij fl,fz \/ (é:laé:Z)dé:ld‘gZ- (B.10)

€1 X€ s
leaxes|

Integration of the unit function on the surface S results in the area of the surface. This can
be achieved, among other ways, by using the Simpson integration rule for the directions &, and
&,. Specifically, by defining a square grid of size (M x M) in the parametric space (&, &,) the
Jacobian determinant can be evaluated at each point of the grid as defined above. The tangent
vectors, parallel to the &, and &, directions are evaluated, at each point as,

Furthermore, the unit normal vector on any point on S is equal to N = (B.11)

AL
0& i 01
er:l(i )=ﬁ = % = ixgk)w y i,j=1,2, ..... ,M,
') afl Py afl = agl (812)
$2=82j
851 &1=¢ui el 851 &=
$2=82j $2=52j
AT
0&, a 02
eéz(i_):ﬁ _| X2 _ ixgww i,j=12....M
Vg, ?f?i. 0&2 ke 0%, (B.13)
8;‘2 &1=¢ui k1 652 &1=¢i
$2=C2j £2=52j

and therefore,

JJos =[] (& &e)acude: =%ZC[A§ ZC%} (B.14)

where,

A§1=A§2=1_(_1)= 2 dc, 3D i=23..M-1
M-1 M-1 1 , i=1,M. (B.15)

For example, the area of the quadrilateral element defined by the nodes:
P;(1,0,0), P,(1,0,2), P5(3,0,2),P,(4,0,0) can be defined using Eq. (B.14). The numerical
integration results in an area of 5 square units, which can easily be verified as the sum of areas
of a square and a right triangle with areas of 4 and 1 square units, respectively.
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The tangent vectors ez, and e, parallel to the &; and &, directions, as well as the vector
es1 X eg, Whose length defines the Jacobian determinant of the transformation from the physical
to the parametric space, are shown in Figure B-3, for a5 x 5 grid of (§;,&,) in [—1, 1]2.

Figure B-3. (a) Quadrilateral element defined by the nodes: Py, P,, P5, P,. (b) Tangent vectors ez and
€;,, and eg; X eg;.
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Appendix C

EVALUATION OF INDUCED POTENTIAL AND VELOCITY

C.1. Potential and velocity induced from doublet element

Assuming a constant doublet distribution of strength x on a quadrilateral element, and using the

coordinate system x = (x;, x5, x3), the evaluation of induced potential at any point P of 3D space

located at x® = (x{7, x{7, x{P), is given by,

cp(x<P>):—yjsnve(x|x<'°>)ds, (C.1)
where
G(X|x®) = —i[(x(") —xl)2 +(x(P) —x2)2 +(x(P) —xg)zrlz. (C.2)
472_ 1 2 3 .

Without loss of generality, the element is considered to be positioned on the plane x; = 0,
as this assumption allows for simplification of the analysis using local coordinates. (The results
can subsequently be transferred to the global coordinate system to ensure consistency with the
overall framework of the studied problems). In this case, Eq. (C.1) becomes,

x{P dS 2 2 ?
(D(X(P)):_i.[SST where rz\/(xfp’—xl) +(x$7 =x2)"+(x$7)" (C.3)
Therefore, the resulting velocity equals,
(P) P) (P) (P)
V(X(P))z_ij' VX3—dS=i iix3_+jixs +k i_3X3 dS, (C.4)
Ards 3 Ards| ox, rd X, s r: r?®

where the following relations have been used

0 1_ 01 o01_ o1 .
xrd oy axPPrd o ox,rd (C.5)

If C represents the curve that bounds the panel and a vortex filament of circulation I" is positioned
along C (see Figure C-1), then the velocity due to the filament can be obtained by applying the
Biot—Savart law [156],

r dixr

=— C.6
4z dc 3 (C.6)
Fordl = (dx;,dx,) andr = (xfp) — X4, xg") — Xy, x§">), Eq. (C.6) becomes
l_‘ i X(P) } X(P)
Py—_—_ 3 _jls (P) _ _(x® _
v(x®) = o L{I = dx, — j = dx1+k[(x2 X2 )Xy — (X xl)axzj}ds. (C.7)
Stokes theorem for the vector q states that
SﬁchI:J'Sn-quS. (C.8)
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Figure C-1. Doublet singularity on quadrilateral element and equivalence to a vortex ring.

Using the above relation for the velocity [Eq. (C.7)], for n = k results in the following,

(P) (P) (P) _ (P _
V(X(P)):L {iixs i 0 X3 —k( 0 X Xl+iuj}ds. (C.9)

Qs 6X1 r3 8X2 I’3 aXl I‘3 6X2 r3

By comparing Egs. (C.4) and (C.9) it can be observed that induced velocity from the doublet
singularity on the panel is equivalent to that from the vortex filament when I = u (see Figure
C-1).

Considering a segment along one of the edges of the element and an arbitrary point P, as
illustrated in Figure C-2. The induced velocity in this case is

V(X(P)) :%l d ::r

(C.10)

If the vortex segment points from point 1 to point 2 (see Figure C-2), then the velocity at P
can be evaluated as

V() = rlxrzzr‘)'[i_i) (C.11)
A7 |1y x| | |r|
where
o= (%" —x{?, x{? —x§, x{F —x{), (C.12)
r,=(x" —x2, xP—xP, x§P —xP) and (C.13)
ro=(x{¥ —x{?, x{? —x§, x§ —x{). (C.14)
2 9

e

\! @ .2 @)
A %xl ’ xz » X 3 )
X3 A

(x1(1), xél), xél))

X2
epP

(xEP)’ xgp), xgp))

X1
Figure C-2. Impact of a linear segment with circulation I' to a point P.
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The resulting velocity components are

Vi(x®)=K(rxr,),, 1=12,3, where (C.15)
r ro-f To-ls

K= - . C.16

4ﬁ|rlxr2|{ R } (19

The steps for the analytical derivation of the above results can be found in Ref. [156].

Considering, for simplicity, a constant doublet distribution of strength u = 1, by reciprocity
the expression of induced potential [Eq. (C.1)] relates to the flux through the panel due to a point
source of strength ¢ = —4m located at P [234]. This implies that the value of the integral equals
the solid angle of the panel as viewed from this point, with the algebraic convention that the sign
of the solid angle is the same as that of x5. Therefore, following Gauss—Bonnet theorem in
differential geometry (see e.g. [235]), which states that if the quadrilateral panel is projected
onto the unit sphere, centered at P, the area circumscribed by the panel’s boundary contour (solid
angle) equals [234],

a=27-Y " 6 =0(x®), (C.17)

where 6, stands for the angle formed by two consecutive nodes and the point P. The same result
can be derived by splitting the 4-node element into two 3-node elements and evaluating the
solid angle for each. Then the induced potential from the 4-node element to the field point P is

o) -0,- 37 - 0. e

where H,Em) denotes the angle formed by two consecutive nodes of the m** 3—node element and
the point P, as shown in Figure C-3(c). Validation examples of this approach can be found in
Ref. [236]. An indicative field generated by a unitary strength dipole distribution on a
quadrilateral element defined by the nodes (—1,—1,0), (1,—1,0), (1,1,0) and (—1,1,0) is shown
in Figure C-4, using equipotential surfaces. The resulting velocity vector field will consequently
be oriented normally to these surfaces, moving towards the direction of decreasing potential.

P

7)

Figure C-3. (a) 4-node quadrilateral element and field point P. (b) Separation of quadrilateral element
to two 3-node elements and (c) Tetrahedron defined by the nodes 1,2,3 and P.
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Figure C-4 Equipotential surfaces of field induced by a unitary strength dipole distribution on a
quadrilateral element defined by the nodes (—1, —1,0), (1, —1,0), (1,1,0) and (—1,1,0). (a) 3D view and
(b) side view.

C.2. Potential and velocity induced from source element

The induced velocity from a distribution of source singularity of constant strength o on a 4-node
element with surface S to the field point P equals,

;
v(x®) = —i st . (C.19)

Following the analysis of Appendix B, the above integral can be evaluated as [see Eq. (B.10)],

v(X<P>):_4£ ; l(Lz R jdgl, (C.20)

where v/a is the Jacobian determinant of the isoparametric coordinate transformation used to
project the 4-node element to a rectangle bounded in [—1, 1] in the parametric space (&;,¢5,).
The above integral can be evaluated using a numerical integration rule as discussed in Appendix
B. Similarly, the corresponding potential at P can be evaluated as,

eno_ot [t 2
O™ ==~ 1[152 e drszjd@ (C.21)
Equipotential surfaces of an indicative field generated by a unit—strength source distribution on
a quadrilateral element defined by the nodes (—1,-1,0),(1,—1,0),(1,1,0) and (—1,1,0) is
shown in Figure C-5. The resulting velocity vector field will be aligned normally to these
surfaces, directed toward decreasing potential regions.
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Figure C-5. Equipotential surfaces of field induced by a unitary strength source distribution on a
quadrilateral element defined by the nodes (—1, —1,0), (1, —1,0), (1,1,0) and (—1,1,0). (a) 3D view and
(b) side view.

Although the evaluation of induced potential and velocities from a distribution of source
singularity is more computationally demanding, as compared to dipole singularity, source
elements are essential in scenarios involving forward motion, such as moving ships or ocean
currents, within the framework discussed in the present work. The necessity for such singularity
elements arises from the fact that dipole singularities do not induce potential or velocity at
coplanar points (see Figure C-4). Consequently, the four—point upstream finite difference
scheme [179], presented and discussed in 85 of the present work, cannot be effectively
implemented in such cases (refer to Figure 5-4), without employing source elements.
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Appendix D

ESTIMATION OF WIND LOADS AND COOLING EFFECT

Parts | and Il of the present thesis investigate the hydrodynamic effects of the marine environment
on floating photovoltaic systems and solar ships. However, to further refine the modelling and better
capture the overall performance of such systems, it is important to consider additional
environmental factors, such as cooling effects and wind loads. Some simplified approaches to
incorporate these phenomena are discussed hereafter. The discussed methods can be used to
enhance and extend the methodologies presented in the main body of the thesis, providing a more
comprehensive framework for quantifying the performance of floating PV units and solar ships.

Estimation of the wind loads can be achieved by evaluating the pressure distribution on a panel,
which can then be integrated to determine the total force exerted by the wind. The evaluation of the
velocity field can be achieved at a preliminary level using a simple 2D BEM approach (see e.g. 83.2
of the present work), which approximates the velocity along the panel's surface by considering a
source—sink singularity distribution. The singularity distribution is evaluated such that the total flow
field, comprising a uniform air flow and a disturbance, satisfies a no—entrance condition on the
panel.

1.5 - . = 1.5 ==

\
wind *\Q\ /\ TE

— oA
— LE\(

[ =30°— 2D BEM moel
x 3= 30° — Experiment

_l ) 1 L L
0 0.2 0.4 0.6
(x/C)

Figure D-1. Flow field generated by the interaction of a uniform airflow of velocity U,, = 1 m/s and a tilted
panel at angles (a) 8 = 15° and (b) 8 = 30°. (c) Pressure coefficient on the panel’s surface and comparison
with experimental data. (Experimental data adapted from [237]).
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Figure D-2. (a) Mean pressure coefficient [238,239] and (b) sectional streamlines at the mid-span.
(Adapted from [239]).

The potential flow solver cannot adequately address scenarios involving tilt angles greater than 20—
30 degrees, as flow separation and recirculation effects become particularly important in such cases,
as shown in Figure D-2 for an angle of 50°. The incorporation of such phenomena requires
experimental investigation [237] or models that account for viscous effects, boundary layer
behaviour and turbulence (see e.g., [239,240]). To address these limitations, an artificial surface can
be introduced in the model, representing the boundary layer, and exclude the regions of viscous
flow from the domain that is modelled by the potential solver. Indicative airflow fields resulting
from the interaction of a uniform flow of velocity U, = 1 m/s with a tilted panel are shown in
Figure D-1(a, b) for tilt angles equal to § = 15° and 8 = 30°. The pressure on the lower surface
cannot be defined by the simple methodology discussed. The resulting pressure coefficient on the
upper surface, for § = 30°, is shown in Figure D-1(c), where it is compared against experimental
data from the work by Abiola—Ogedengbe et al. [237]. The latter work’s findings reveal that the
inter—panel gaps play a critical role in large PV arrangements, indicating that the influence of 3D
effects must be accounted for when assessing the overall pressure field. This, however, is beyond
the scope of the present work. As it can be observed in Figure D-1(c), the potential flow model
slightly underestimates the pressure coefficient. However, the overall trend aligns well with the
experimental results. This indicates that, despite the underestimation, the model provides a
reasonable approximation. Notably, the presence of both positive and negative values of the
pressure coefficient suggests that this underestimation could lead to scenarios where the computed
net force is zero, even when there is a non—zero aerodynamic force acting on the surface. Therefore,
while the model can be effectively used for preliminary estimates at low wind speeds, the results
should be interpreted with caution, particularly in cases where the balance of forces is critical.

Using the calculated velocity field, the temperature field can be estimated using the
conservation of energy for incompressible flows (p = const). It is important to note that in the
latter case, the equation that describes conservation of energy is decoupled from the ones expressing
conservation of mass and momentum [241], thus justifying that the velocity field has been
previously calculated without accounting for temperature variations. Under these conditions, the
heat transfer equation governing the temperature field is [241],
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pc{mg;’t) " U(x)VT(x;t)} UV () +5(X), (D.1)
where p is the air’s density, ¢, is the air’s specific heat capacity and T (x; t) is the temperature field.
Furthermore, U(x); where x = (x, z), is the velocity vector field [U = (u,v)] that models the
airflow, u represents the thermal conductivity and S stands for source terms, modelling energy
inputs that affect the temperature field. Eq. (D.1) can be rearranged and expressed as,

oT(xt) =£ V2T (x;1) —UX)VT (x;t) + S(x) : (D.2)

ot pPCh Cp

The above equation can be solved using a Forward-Time Centered—Space (FTCS) explicit finite
difference (FD) scheme [242], in order to derive preliminary estimates as regards the temperature
drop on the panel’s surface (see e.g., [243]). Consequently, by considering the discrete form of the
left-hand side of Eq. (D.2):

oT(xt) TGV -TY

: D.3
ot At (D-3)
the temperature at a given field point can be evaluated as
N+ n At n n
5 =T +pT(ﬂV2Ti,(j) —pe Ui VTP +8,5), (D.4)
p

where TL._(]’.” is the local value of the temperature at the spatial location defined by the coordinates

(x;,2;), at the n'" timestep and At represents the time interval between successive steps (see Figure
D-3).

Figure D-3. lllustration of a 2D grid highlighting the stencil used in the numerical scheme around the point
(x;,z;) attime t = t,, (front grid) and at time t = t,,, (back grid), separated by a time step At.
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In the simple model discussed, the convection term is approximated in the discrete scheme as,

) ST T, ST T
pCUi VT ~ PCp[U i(,j)%JrUi(,j) %J (D.5)
while the diffusion term is evaluated as,
) TO 2T +TO T, - 2T ™ 4+ T,
WZTiF,-)z/{ S T S T |, (D6)

where Ax and Az denote the grid points spacing in the horizontal and vertical directions,
respectively; (see Figure D-3). In order for the above FD scheme to remain stable, it is necessary to
satisfy a combined stability criterion that accounts for both diffusion and convection effects (see
e.g., [244]). In particular, the grid spacing must satisfy the following inequality [245],

2u
Upc,

AX <

(D.7)

The above condition ensures that the spatial resolution is fine enough to accurately capture the
effects of convection relative to the diffusion process. Additionally, the time step must be chosen
such that [245],

(D.8)

The latter condition arises from the requirement that the temporal discretization remains fine enough
to properly model the diffusion process without causing numerical instability. The above conditions
combined ensure that the numerical scheme can accurately represent both diffusion and convection
phenomena, preventing instabilities that could lead to divergence.

In order to quantify the effect of wind on the panel temperature, the following assumptions are
also made. The panel radiates heat due to the incidence of solar irradiance, which varies across its
surface, reflecting the natural distribution of absorbed energy. This heat radiation is incorporated in
the modelling via the source terms [refer to Eq. (D.1)], which represent generated heat. Furthermore,
the intensity of the source terms is defined so as to follow a quadratic form, with the peak value at
the center of the panel and a gradual reduction towards the edges. This reflects the natural
temperature gradient that forms on the panel, where heat dissipation is more efficient at the edges,
which are in direct contact with the surrounding environment, while the center is insulated by the
surrounding heated surface.

The intensity of the source terms is calibrated so that the mean value of temperature on the
panel reaches a steady—state value of 50°C at ambient temperature T, = 25°C, in the absence of
airflow; (refer to Eq. (2.18) in §2.3). The latter calibration ensures that the model accurately
simulates a specific thermal behaviour of the panel under solar exposure, and therefore the
calculated source intensity can be used in conjunction with wind velocity data to quantify the effects
of wind on panel temperature. Finally, the thermal conductivity is assumed to be constant and is
evaluated at the ambient temperature.
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The temperature conditions on the panel are evaluated by defining a profile adjacent to the
panel's surface, and the temperature field values along this profile are interpolated to obtain a
detailed representation of the temperature distribution. The temperature drop can then be measured
by comparing the mean values of the latter distribution at different wind speeds. Figure D-4 shows
the resulting temperature field for wind speeds of 0,1, and 2m/s, along with the temperature
distribution on the profile and the corresponding mean values. The mean temperature drops for U =
1m/s and U =2m/s and 5.8% and 14% respectively, suggesting that higher wind speeds
contribute to a more pronounced cooling effect on the panel.
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Figure D-4. (a—c) Temperature fields for wind speeds of 0,1, and 2 m/s. (d) Temperature distribution on
the profile (dashed line in subplots a—c) and mean values. The source terms are calibrated to achieve a mean
steady state temperature of 50°C in the absence of wind.
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